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Summary of project description - scientific objectives:

The main objectives of KODYACS are the identification and the quantitative determination of the interaction of dynamical, chemical, and (micro-) physical processes in the upper troposphere / lower stratosphere (UT/LS) and in the middle atmosphere to improve our understanding of atmospheric changes (trends) observed during recent years. Investigations will focus on:

· transport processes near the tropopause,

· the coupling of dynamical and chemical processes in the UT/LS,

· the coupling of the UT/LS and the middle atmosphere,

· the quantitative importance of anthropogenic processes compared to natural variability.

Based on a hierarchy of atmospheric models, which consider dynamical, chemical and (micro-) physical processes, and of multi-year observations, the mutual effects of dynamics and chemistry will be investigated in the upper troposphere, in the stratosphere and in the lower mesosphere.

General information:

KODYACS has been started on April 1st, 2001. A kick-off meeting was held in Hamburg at the Max-Planck-Institute for Meteorology on March 12th and 13th, 2001. This workshop was jointly organised with the AFO-projects MEDEC (MEsospheric Dynamics, Energetics and Chemistry, PI: Brasseur) and ISOTROP (Integration of Satellite Observations with the global chemical transport model MOZART to study the chemical composition in the upper TROPosphere, PI: Rohrer), which also concentrate on modelling work, but with regards to the mesosphere and the troposphere, respectively. The three projects ISOTROP, KODYACS, and MEDEC all contribute to the COMMIT project (COMmunity Modeling InitiaTive, PI: Brasseur), which aims to develop an advanced community state-of-the-art model of the middle atmosphere from 0 to 250 km.

Since April, several bilateral meetings were organised to discuss detailed co-operations and the co-ordination of work (see distinct work packages). A joint workshop was held in Berlin (Institute for Meteorologie, Free University) on October 15th and 16th , 2001, where the KODYACS-participants discussed first results together with the other members of the national working group on "Dynamics and Chemistry of the Stratosphere".

The progress of the project as well as actual events can be viewed at the "KODYACS-web-page" (http://www.pa.op.dlr.de/kodyacs), where all relevant information is provided to the interested community.

The investigations planned within the project KODYACS has been subdivided into six work packages (WP). The scientific progress and first results of KODYACS, which have been obtained during the first eight months of the project are described in the following sections. All milestones of the distinct work packages have been achieved.

Work Package 1:

How do dynamical and chemical processes and the chemical composition of the stratosphere affect the variability of the troposphere?

In this work package data from measurements and model runs are used to quantify various influences affecting the variability of ozone and temperature. A specific goal is to identify stratospheric influences on the troposphere. Up to now, a comprehensive database of observations and model runs has been collected:

· Long time series of ozone and temperature profiles from Hohenpeissenberg (sonde and lidar), from the World Ozone Data Centre (sondes) and the NDSC (lidar) (DWD).

· Model simulations with the interactively coupled atmospheric chemistry-climate model ECHAM4.L39(DLR)/CHEM (1000 to 10 hPa). Scenarios 1960, 1980, 1990, and 2015, 20 years each (DLR).

· Model simulations with the interactively coupled atmospheric chemistry-climate model MAECHAM4/CHEM (1000 to 0.01 hPa). Scenarios 1960, 1990, and 2000, 20 years each (MPI-C, MPI-MAECHAM).

First scientific results were obtained for

· the analysis of various influences, such as QBO, 11-year solar cycle, tropospheric weather patterns, on ozone and temperature variability observed over Hohenpeissenberg,

· validation of climatological fields for various parameters obtained from the model runs,

· validation of ozone and temperature differences obtained between the 1960 or 1980 and 1990 or 2000 model runs.

Contribution of DWD
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A stepwise multiple regression method has been used to estimate the influence of various factors on ozone variations observed over Hohenpeissenberg. The analysis was based on monthly mean ozone measured from 1967 to 2001 by Brewer/Mast Sondes in the altitude range 1 to 30 km and by Differential Absorption Lidar from 1987 to 2001, over the altitude range 25 to 50 km. The following influences (termed predictors in multiple regression) were investigated:. A linear trend, the 11 year solar cycle, the QBO, stratospheric aerosol loading, ENSO and, in particular, tropospheric circulation indices (http://www.cpc.ncep.noaa. gov/data/teledoc/teleintro.html). The circulation indices are used to account for the important influence of tropospheric dynamics on the stratospheric ozone layer. Figure WP1-1 shows the altitude ranges one might expect for the various influences.

For the regression it was assumed that the measured ozone time series (left hand side of Eq. 1) can be described as a linear combination of predictor-time series representing the various influences (right hand side of Eq. 1):

O3 = j*lin._trend + f*solar_cyle + a*strat._aerosol + q10*QBO10mb + q30*QBO30mb + (pi*met._parameteri + e*ENSO + t*temperature + v*O3_prev.month + rest     (Eq. 1)
For given ozone and predictor time series, the coefficients (j, f, a, q30, q30, ...) can be determined by a linear least squares fit. In order to account for important influences only, predictors not significant at the 90% level were left out in a stepwise approach. This stepwise multiple regression was carried out for 1 km altitude layers from 1 to 50 km and for the four seasons. All sources for the predictor time series are gratefully acknowledged: the US National Geophysical Data Centre (ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA /SOLAR_RADIO/FLUX/) for 10.7cm solar flux, the US Climate Prediction Centre (http://www.cpc.ncep.noaa.gov/products/monitoring_and_data/oadata.html) for the ENSO and circulation indices, B. Naujokat from FU Berlin for the QBO winds, and H. Jäger (IFU-Garmisch) and M.T. Osborn (NASA-Langley) for the aerosol data.
Figure WP1-2 compares false colour plots of measured ozone anomalies and ozone anomalies obtained by the regression. Generally the regression give quite a good representation of structure, timing and general magnitude of anomalies. However the full magnitude of large anomalies is not reproduced. This is not too surprising, since the linear regression can only derive the average influence of each predictor. Non-linear effects or additional influences occurring in the real atmosphere cannot be accounted for. Eq. 1 is a very simple approach for attributing observed variability to various influences. However, a significantly better method most likely requires the use of a very complex AGCM like the ECHAM model and is treated in other parts of this project.
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Figure WP1-3 shows the linear trend obtained by the regression. Ozone is declining throughout most of the stratosphere and increasing in the troposphere. The largest trend, exceeding -15% per decade in winter (DJF), around 42 km altitude. Throughout the lower stratosphere (18 to 27 km) ozone depletion is about -3% per decade. A larger depletion (-6% per decade) is found in spring (MAM) around 18 km altitude. It might be caused by ozone depleted polar air masses that reach Hohenpeissenberg after the break-up of the polar vortex in late winter. Throughout the troposphere ozone has been increasing by 7 to 10% per decade. However, it must be stated that the tropospheric ozone increase has more or less stopped in the 1990s and a linear trend is not a good predictor for tropospheric ozone changes anymore. Instead, a proxy for tropospheric precursor emissions (NOy and/or Volatile Organic Compounds) should be used in Eq. 1 in the future. A notable feature of Figure WP1-3 is, that this increase seems to reach into the lowermost stratosphere in fall (SON). A very similar feature is found in the ECHAM4.L39(DLR)/CHEM simulations (compare Fig. WP1-10).

The linear trend term is generally not significant throughout the lowermost stratosphere (10 km to 17 km). There, meteorological predictors, i.e. tropospheric circulation patterns, are the main contributors to ozone variance. Figure WP1-4 shows these large ozone fluctuations, 10 to 40%, that are strongest in winter right above the tropopause. Above about 20 km the meteorological influence disappears. A notable exception is the region between 25 km and 45 km in winter. There we most likely see a manifestation of well known stratospheric/tropospheric coupled circulation-modes, e.g. the Arctic Oscillation.
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Fig. WP1-4: Ozone fluctuations (2σ) accounted for by tropospheric meteorological predictors. Fluctuations are given in percent of the climatological mean for each season and altitude.

Figure WP1-5 plots the ozone fluctuations attributed to the QBO. Here we can see four regimes. Two of them show a clear downward propagation of the QBO-signal. For example, a QBO signal appears around 45 km altitude in summer (JJA), propagating down to 30 km until spring (MAM, ≈ ‑1.7 km/month). A second downward propagation can be seen from about 20 km in winter (DJF) to 16 km in summer (≈ ‑0.7 km/month). For comparison, the QBO itself propagates down by typically 1 to 1.5 km/month. In between these two regimes, there is an altitude region (28 to 32 km) where a QBO-signal is present throughout the year at constant altitude. The strongest QBO signal, with ozone fluctuations exceeding 14% (2σ), is found in spring near the tropopause.
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Fig. WP1-5: Ozone fluctuations (2σ) attributed to the QBO. Fluctuations are given in percent of the climatological mean for each season and altitude.
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Fig. WP1-6: Same as Figures WP1-4 and WP1-5, but for the 11-year solar cycle.
The 11-year solar cycle is a significant contributor mostly in the 20 to 27 km altitude range, with ozone fluctuations between 2 and 4% (Figure WP1-6). The lidar data, above 30 km, show a significant solar cycle effect only in summer around 33 km. In part this lack of signal above 30 km may be due to the fact that 14 years of lidar measurements are too short to derive solar cycle and trend components. The sonde time series below 30 km is much longer, 34 years. The isolated peak in spring at 15 km may well be erroneous (90% significance = 10% probability of error).
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Figure WP1-7 summarises the results of the various influences on the vertical ozone profile over Hohenpeissenberg. Despite its simplicity the stepwise multiple linear regression method has been applied quite successfully. In the next step the method will be applied to data from other sonde and lidar stations with long time series, mostly Canadian, Japanese and US stations. A major topic of KODYACS is to do a similar analysis at selected grid-points for those of the existing ECHAM4.L39(DLR)/CHEM, MAECHAM4/CHEM and future ECHAM5 model runs, where the long term processes of interest here are properly represented in the model.

Contributions of MPI-C and MPI-MAECHAM

The 20-year timeslice experiments with the MAECHAM4/CHEM model of the middle atmosphere with interactive chemistry are completed. These experiments are performed with prescribed boundary conditions (for greenhouse gases and sea surface temperature) typical of 1960 and 1990, respectively. In addition, a control simulation without interactive chemistry for 1990 conditions is ongoing (so far, 20 years are available). The analysis of these simulations, is ongoing and is focusing (1) on the role of inter-annual variability in determining the climatology, (2) on the radiative forcing, and (3) on the possible role of chemistry in the inter-annual variability of the stratospheric circulation. The analysis makes use of the Transformed Eulerian Mean (TEM) theory to evaluate the large-scale transport and to investigate how the large-scale transport varies with changed boundary conditions.
Sensitivity runs on sea surface temperature data sets have been performed. Sea surface temperature influences stratospheric water vapour, mostly by changing transport through the tropical tropopause. There are, however, indications that the position of the polar vortex is also influenced by sea surface temperature. We have analysed the monthly means and standard deviations of temperature, ozone and water vapour on different pressure levels in the lower stratosphere and compared the absolute values and the trends with observations of the University of Berlin and satellite data. The calculated patterns and pattern changes agree well with the observations (Figure WP1-8). This holds also for total ozone, where the model has, however, a high bias of about 10% due to too much numerical downward diffusion near the tropopause. We have also examined the inter-annual variability on the basis of individual days looking for extreme situations like cold or warm days in March with or without ozone depletion in the Arctic and found good agreement with UARS data. Results for tropospheric levels are also stored but up to now not evaluated in detail.
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Contribution of DLR

The planned 20-year timeslice experiments for 1960, 1980, 1990 and 2015 conditions have been performed. Climatological features from these runs have been validated and initial results have been published (Hein et al., 2001; Schnadt et al., 2002). Preparations are under way to extract data for selected gridpoints corresponding to sonde and lidar stations. Time series at these grid points will be analysed in the same way as the sonde and lidar data (see first paragraph of this work-package). Figure WP1-9 shows the total ozone difference between the 1990s and 1980s scenario runs. These changes agree very well with the MAECHAM/CHEM results shown in the lower left panel of Figure WP1-8. Note that the changes in Figure WP1-8 are for a 30-year period. Obviously the limitation of ECHAM4.L39(DLR)/CHEM to below 10 hPa seems to have no major effects on lower stratospheric ozone.

[image: image19.png]Altitude [km]

40|

10

20§

retrieval result for H20

T
I
rooil a0
0
)
L _sof
-- - reference E | abecms(ppmvi 192 fel. ims [%]:738
—— et 2 nose ervor
e imitil guess 2 real deviation
2 noisecrror :
<
4 20k
L 10f
| I
0 100 1000 100 50 0 50

wmr [ppmv]

Relative error [%]

100




Fig. WP1-9: Relative total ozone changes, in percent, between the 1990 and 1980 model scenario simulations, as a function of month of the year and latitude. Dotted and hatched areas indicate regions where the changes are significant at the 99 and 95 % confidence levels, respectively. (From Schnadt et al., 2002.)

Figure WP1-10 shows the variation of ozone changes (1990 minus 1980) as a function of season and altitude, as derived from the ECHAM4.L39(DLR)/CHEM simulations for the location of Hohenpeissenberg. It can be compared to the ozone trends measured at Hohenpeissenberg (Figure WP1-3), albeit over a longer time period. Nevertheless, the agreement between simulations and measurements is remarkably good. In both cases, the largest ozone depletion is found in the lowermost stratosphere in spring (MAM). The model gives ‑10% ozone change from 1980 to 1990 around 150 hPa (13 km), the decade with the largest ozone changes, whereas the measurements show -6% per decade around 18 km, however over a longer time period. In both simulation and measurements, ozone depletion is fairly small, less than 1%, in summer and fall in the mid-stratosphere. The smallest depletion is found around 40 hPa (22 km) in the model, and around 28 km in the observations. While the seasonal variation and the general features agree very well in the stratosphere, the trend maximum and minimum of the simulations lie about 5 km lower than in the observations. This is likely related to the fact, that the model produces too much ozone below 100 hPa (16 km) and too little ozone above 50 hPa (20 km). 

The general features of the tropospheric ozone increase, strongest in winter in the free troposphere, smaller in the summer, match quite well between model and observations. The observations show a larger increase (7 to 12% per decade, over 35 years), than the model (4 to 6% per decade, over 10 years), but these numbers are strongly dependent on the time period considered (compare Figure WP1-3).
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Fig. WP1-10: Relative ozone changes, in percent, between the 1990 and 1980 model scenario simulations, as a function of month of the year and altitude for the location of Hohenpeissenberg. This figure should be compared with Figure WP1-3 (below 31 km ≈ 10 hPa), showing measured ozone trends over Hohenpeissenberg, albeit for the 1967 to 2001 period.

The corresponding analysis of the timeslice experiments 1960 and 1990, which have been received with MAECHAM4/CHEM is currently prepared. A first quick-look indicates similar results with the analyses of DWD and DLR presented above.

Work Package 2:

How does the dynamics of the troposphere effect the chemistry of the stratosphere?

In this work package the effects of tropospheric dynamics and changes thereof due to different forcings (e.g. GHG concentration) will be studied. So far the possibility of reducing the phase space to few variability modes has been investigated based on observed data. Model runs have been performed for evaluation purposes and will be further analysed in the next future.

Contribution of MPI-PROVAM
MPI-PROVAM studied observed data from 1949-2000. A physical reference system was used to study the variability of the global atmospheric circulation. The mass and the horizontal motion fields were projected onto the free oscillations (normal modes) of a set of linearised primitive equations. Using this projection we were able to decompose the global circulation into one barotropic and several baroclinic components as well as into gravity-inertial and planetary (Rossby) waves. This procedure allows for a physically self-consistent filtering of the mass and the horizontal motion fields. Although the analyses were performed using global data, the discussion mainly focused on results for Northern Hemisphere winter. The barotropic component was considered to represent the tropospheric circulation, the lower stratospheric circulation being represented by the 2nd baroclinic component. 

The variability patterns of the circulation were uncovered by means of a Principal Component Analysis (PCA) performed in the phase space of the projections (((msl coefficients). Only the Rossby modes and the Kelvin modes did show to possess appreciable variability and were therefore retained in the analysis.

The first mode of variability of the tropospheric circulation (barotropic component) represents a PNA-like structure (Wallace and Gutzler, 1981), and the second mode is similar to the summer NAO pattern (Glowienka-Hense, 1990), but considerably differs from the observed winter NAO pattern.

The first PC of the lower stratospheric circulation (2nd baroclinic component) represents the variability of the undisturbed stratospheric polar vortex, and the second mode of variability represents a wave number one disturbance of the polar vortex.

We have also explored the concept of dynamical coupling between the tropospheric and the stratospheric circulation as known from linear wave theory (Charney-Drazin theorem). The connection between the stratospheric and tropospheric circulation was studies by means of a multiple linear regression between the strength of the polar vortex (PC1 of the lower stratospheric circulation) and the first 10 PCs of the tropospheric circulation. We refer to this coupling of variability between the two circulation fields as the barotropic-baroclinic pattern. The tropospheric circulation field of the latter pattern resembles the winter NAO pattern more closely than does the PC2-pattern of the barotropic (tropospheric) circulation. This result suggests that the observed winter NAO pattern results from the modulation of the barotropic Rossby modes by the stratospheric polar vortex. Most climate models do present a too cold and strong polar winter vortex and therefore they will also have an important bias in the variability structure.

We have also studied the possibility of explaining the observed trend pattern in 850 hPa temperature (T850) either by the barotropic or by the coupled barotropic-baroclinic NAO-like patterns. The barotropic-baroclinic pattern explains a higher amount of the observed T850 trend pattern in Eurasia, whereas the barotropic mode explains a higher fraction of the trend over the Western Hemisphere. Comparing the obtained regression patterns of the T850 field upon the PC of each mode with the with the results of Perlwitz et al. (2000) (see their Fig. 5), it may be stated that the regression pattern for the barotropic-baroclinic coupling resembles more closely the regression pattern they obtained for the weak polar vortex regime (their Fig. 5a). In turn, the regression pattern associated with the barotropic NAO mode resembles more closely the pattern for the strong polar vortex regime (their Fig. 5b). Since Graf et al. (1998), Shindell et al. (1999) and Perlwitz et al. (2000) showed that the increasing greenhouse effect, possibly coupled to ozone depletion in early spring, will lead to an intensified polar vortex, we may expect for the future a change in the trend patterns towards the one for which the barotropic Rossby mode is responsible.

Contribution of DWD

A stepwise multiple regression method has been used by DWD to estimate the influence of various factors on ozone variations observed over Hohenpeissenberg. The analysis was based on monthly mean ozone measured from 1967 to 2001 by Brewer/Mast Sondes in the altitude range 1 to 30 km and by Differential Absorption Lidar from 1987 to 2001, over the altitude range 25 to 50 km. The following influences (termed predictors in multiple regression) were investigated: A linear trend, the 11 year Solar Cycle, the QBO, stratospheric aerosol loading, ENSO and, in particular, tropospheric circulation indices (http://www.cpc.ncep.noaa.gov/data /teledoc/teleintro.html). The circulation indices are used to account for the important influence of tropospheric dynamics on the stratospheric ozone layer.

The stepwise multiple regression was carried out for 1 km altitude layers from 1 to 50 km and for the four seasons. Only influences significant at the 90% level were left in the regression. Figure WP1-4 (see above) shows the combined influence of the tropospheric circulation patterns as determined by this method. White areas indicate no significant influence at these heights and seasons (with a level of significance of 90%).

However, throughout the lower stratosphere (10 to 20 km) ozone fluctuations associated with tropospheric circulation indices are very large and highly significant, contributing ozone fluctuations of typically 20 to 40%. The strongest influence is found in winter just above the tropopause. The tropospheric influence disappears almost entirely above 20 km. Only in winter, there is a small effect between 25 and 45 km. We feel that the latter is a manifestation of the well-known stratospheric/tropospheric coupled circulation modes.

The influence of the other predictors on observed ozone variability has also been analysed, but will not be discussed here.

Contribution of MPI-MAECHAM

A climate simulation with the MAECHAM4 model is ongoing; so far 20 years have been completed (without interactive chemistry). This is a simulation of the atmospheric circulation of the troposphere, stratosphere and mesosphere at a resolution of T30/L39. Present conditions have been specified for the uniformly mixed greenhouse gases, and the ozone distribution (Fortuin and Kelder, 1996). Climatological sea surface temperature and sea ice distributions (1981-1990, Hadley data set) have been prescribed as lower boundary condition. This simulation is the basic control experiment for the evaluation of the following experiments with interactive chemistry. The 2-daily data of this simulation have been provided to MPI-PROVAM for their analysis.

The transient experiment 1960-2000 using MAECHAM4/CHEM is in preparation (WP3). Model activities were performed by MPI-MAECHAM, who produced a 20 year control run with MAECHAM4/CHEM for modern conditions. The data will be handed to MPI-PROVAM for analysis. However, 20 years are still not enough for a depth analysis of the model performance.

Contribution of MPI-C

The data of the 20 year timeslice experiments for 1960 and 1990 conditions with interactive chemistry (see also WP1) will be provided to MPI-PROVAM for pattern analyses and to look for differences due to interactive chemistry. At MPI-C charts of ozone mixing ratio at 70 hPa of individual days in March of every model year have been analysed visually for pattern changes due to advection of ozone poor air from low latitudes or other dynamical influences driven from the troposphere like 'miniholes'. This has been done also for a 2000 scenario and a 1990 sensitivity experiment with sea surface temperatures representative for 1960 (Hadley centre data set). Some of these sequences have been presented at the SPARC conference 2000. Different species have been used to separate dynamical from chemical effects.

Contribution of DLR

At DLR the investigations of convective transports in different model simulations carried out with the coupled chemistry-climate model ECHAM4.L39(DLR)/CHEM have been started recently. Currently we analyse model data of so-called timeslice experiments. The results of four distinct numerical experiments will be compared, which have each been integrated for 20 model years in a quasi-stationary mode, i.e. keeping the physical and chemical boundary conditions constant (concentrations of greenhouse gases, sea surface temperatures, upper boundary conditions for chemical species). The model simulations have been defined with respect to atmospheric conditions related to the timeslices (years) "1960", "1980", "1990", and "2015". A detailed description of the employed model system is given by Hein et al. (2001).

A program for a wave frequency analysis (WFA) has been implemented at DLR. This was carried out in close co-operation with the Institut für Geophysik und Meteorologie der Universität zu Köln (Dr. U. Ulbrich, Dipl. Met. M. Klawa). The original WFA spectra program, which was constructed in Cologne was handed over to DLR. Necessary changes with respect to data structures (formats) have been made at DLR. An intensive comparison of analysis results was conducted on the basis of the ECMWF re-analysis data (ERA). The aim of this comparison was to check the consistency of the programs employed in Cologne and at DLR. After a successful comparison of the WFA results (i.e. identical results when using the same data series) first analyses have been carried out with respect to model data of ECHAM4.L39(DLR)/CHEM. Data of the so-called reference simulation ("1990") have been analysed. The results show fair agreement with the respective analysis of ERA data, i.e. the distribution of frequencies and the calculated amplitudes (Figure WP2-1). Therefore, it can be assumed that the planned analyses of the other model simulations will yield some interesting information with respect to changes of planetary wave forcing and propagation in recent times (see WP4). Currently the transfer of model data (ECHAM4.L39(DLR)/CHEM) from DLR to MPI-PROVAM is being prepared.
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Fig. WP2-1: Wave frequency analysis (WFA) of measured and modelled data. The figure shows the variance of west- and eastward travelling waves multiplied by frequency, for wave number 1-4 (from top to bottom) in northern winter (DJF). Left: ERA data, mean values for the years 1984-1993. Right: ECHAM4.L39 (DLR)/CHEM data of the "1990" simulation, mean values of 20 model years.

Work Package 3:

What are the reasons for trends in the upper troposphere and lower stratosphere of chemical compounds relevant for climate change?

This work package focuses on transient simulations and comparison of changes of chemical species affecting ozone in the lower stratosphere with observations. One major aspect here are processes on polar stratospheric clouds and their interaction with water vapour and temperature changes due to greenhouse gas changes.

Contributions of MPI-C and MPI-MIPS

In May 2001 a first planning meeting involving MPI-MIPS, MPI-C and IMK-KASIMA took place in Mainz. At this meeting Roland Ruhnke (IMK), who is a member of the AFO-2000 POSTA (Polar stratospheric aerosols)-project, introduced and explained the model of the ternary H2SO4/HNO3/H2O-solution and the polar stratospheric cloud-scheme which are used in the KASIMA model. These schemes are three-dimensional (3D) versions of the schemes basing on the Carslaw et al. (1995) and Waibel et al. (1999) models, respectively, originally developed at MPI-C. The group discussed the best way to implement the KASIMA version into ECHAM and the source code of the KASIMA ternary H2SO4/HNO3/H2O-solution-scheme has been forwarded to MPI-C in October. In contrast to KASIMA, which is using the aerosol surface density as observed by SAGE II to calculate the composition of the ternary solution, ECHAM is able to calculate the treatment and consideration of stratospheric sulphate aerosol and sulphuric acid vapour explicitely. At the next meeting, which is planned for January 2002, a detailed time schedule will be set up.

Contribution of DLR:

The definition of the so-called transient model simulations (1960-2000) with the coupled chemistry-climate models ECHAM4.L39(DLR)/CHEM and MAECHAM4/CHEM has been finished. For that purpose a workshop was organised at Oberpfaffenhofen (May 21st and 22nd, 2001) where group members of MPI-C and DLR discussed the conditions for the simulations. A protocol of the meeting can be found at the KODYACS web-page (see "intern"). It was agreed to do the simulations on the basis of the ECHAM4 model version, since the ECHAM5 version is currently not available (current status: December 31st, 2001) and a changing to this model version after its release by the colleagues in Hamburg would take some time (i.e. coupling with chemistry, increase of model layers near the tropopause). If ECHAM5 will be released in short time, sensitivity experiments are planned based on this model version.

In close co-operation with MPI-MAECHAM, MPI-C, and MPI-MIPS consistent and uniform data sets are being constructed, which will be needed for the transient simulations with both model versions, e.g. for sea surface temperatures, the distribution of stratospheric volcano aerosol, the zonal mean lower stratospheric winds in the tropics and subtropics (QBO; see WP6), the chemical conditions at the upper boundary of ECHAM4.L39(DLR)/CHEM. Therefore it was necessary to have detailed quests in literature. The transient boundary conditions for the source gases have been provided by the Mainz 2D-model. For stratospheric aerosol basically the time dependent WMO-2002 data set based on SAGE observations will be used, which is currently under development (Figure WP3-1 shows data of the WMO-1999 data set, which is slightly different). The data have to be extended for the episode back to 1960. Currently, DLR, MPI-C, and MPI-MIPS are jointly working on a consistent extension of this data set. Moreover, the employed models ECHAM4.L39(DLR)/CHEM and MAECHAM4/CHEM have been equalised with respect to additional heterogeneous chemical reactions on sulphate aerosols, new chemical reaction rates (JPL, 2000), the consideration of high solar zenith angles (greater than 90°) for the calculation of photolysis rates. In preparation of the transient simulations first test calculations will be carried out at the beginning of the year 2002.

First analyses of the tropospheric impact on the ozone distribution in the lower stratosphere employing so-called circulation indices have been carried out by DWD (see WP1). An inter-comparison with model data of ECHAM4.L39(DLR)/CHEM is currently prepared. The exchange of data was appointed during a meeting at Hohenpeissenberg (December 10th, 2001).
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Fig. WP3-1: Sulphate aerosol surface densities based on SAGE measurements (WMO, 1999). The given values are for the 55 hPa pressure level. Units are 108 µm2 / cm3.

Work-Package 4:

Which interactions exist between stratospheric ozone depletion and the greenhouse effect?

This work package aims to identify and to quantify mutual effects between changes in the climate system and the chemical composition of the atmosphere. In addition to the analysis of so-called timeslice model experiments carried out with distinct interactively coupled chemistry-climate models, transient simulations (1960-2000) obtained with these models will be investigated (see WP3). Special emphasis will be given to ozone, water vapour and temperature changes (trends) in the upper troposphere and the stratosphere, changes of chemistry inside the polar stratospheric vortices, and trends of the tropopause height and temperature. A detailed comparison of the model data with each other and with long-term observations will not only enable an assessment of model uncertainties but also to estimate the mutual influences of atmospheric dynamics and chemistry.

Contribution of DLR:

DLR has finished the timeslice experiments (1960, 1980, 1990, and 2015; see also WP1 and WP2) employing the chemistry-climate model ECHAM4.L39(DLR)/CHEM. The model data have been intensively compared to observations. Differences between the distinct model simulations have been analysed in detail (Hein et al., 2001; Schnadt et al., 2002). A surprising result has been obtained in the Arctic stratosphere for possible future conditions. Whereas for the past time conditions the model shows the expected uniform cooling of the northern and southern hemisphere stratosphere due to the greenhouse effect, a warming of the polar northern winter stratosphere is found in a future scenario. We have suggested that increases in planetary wave activity occur in the Arctic speeding up ozone recovery (Figure WP4-1). This may be considered the "dynamical effect on chemistry": Increases in planetary waves transport more ozone as well as raise temperatures and decrease heterogeneous chemistry. Therefore, the net effect on ozone is that of the two potentially competing processes of dynamics and radiation. If planetary waves increase, the dynamical effect increases ozone and the radiative effect decreases ozone, giving a relatively small response. If planetary wave activity decreases, both the dynamical and the radiative effects are negative, leading to enhanced ozone depletion. To resolve whether increases in greenhouse gas concentrations are delaying the onset of ozone recovery, more analyses are required. But this example give some first hints about the complexity of mutual effects of dynamical, chemical and radiative processes.

We have now started to define the output of the coupled chemistry-climate models ECHAM4.L39(DLR)/CHEM and MAECHAM/CHEM which will be needed as input for the chemical transport models KASIMA and CLaMS. This is a joint action of DLR, MPI-C, MPI-MAECHAM, IMK-KASIMA and FZJ. Model data for test cases (based on the already finished timeslice experiments) will be provided by DLR, MPI-C and MPI-MAECHAM. The main objective will be a comparison of results of chemistry-climate models and chemical transport models under nearly identical conditions. This will allow an estimation of the abilities and deficiencies of the distinct models systems with respect to the employed chemistry and the used transport algorithms.
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Fig. WP4-1: Relative total ozone changes, in percent, between the 2015 and 1990 model scenario simulations, as a function of month of the year and latitude. Dotted and hatched areas indicate regions where the changes are significant at the 99 and 95 % confidence levels, respectively. (From Schnadt et al., 2002.)

First steps to couple ECHAM4.L39(DLR)/CHEM with a mixed layer ocean (MLO) model has been made. At the beginning the dynamic part ECHAM4.L39(DLR) alone has been combined with MLO to check some technical points. Sensitivity calculations will be carried out at the beginning of the year 2002, the fully coupled model version will be available in the second half of 2002 (as proposed).

Contribution of MPI-MIPS:

In a first step the MAECHAM/CHEM model has been coupled with a part of the micro-physical model SAM (Timmreck, 2001) in order to get very soon a running and computationally very efficient version, which could produce results in a reasonable amount of time. In the current version the subroutine which calculates the micro-physical processes (nucleation, coagulation, condensation) is switched off. Thus, no size resolved information is available. This will be derived by different assumptions from the aerosol mass, which will be briefly described below:

1. Coupling of the aerosol with heterogeneous chemistry

The aerosol surface area densities will be estimated directly in the coupled micro-physical model instead of being prescribed by a global and zonal constant surface area distribution. The aerosol surface area density is now variable in time and space and will be derived from the aerosol mass Maero according to a fit formula [Grainger et al.,1995]:

V = Maero/ W     A = 8.406 *V0.75

The density  and the sulphuric acid mass fraction W will be determined in the model for every grid box at every time step.

2. Coupling of the aerosol with the radiation scheme

The ECHAM4 radiation scheme can take into account prognostically calculated aerosol types. Optical parameters of the aerosols types are calculated from the time dependent aerosol mass mixing ratio, normalised extinction and absorption coefficients, and a normalised asymmetry factor. These parameters will be calculated for different radii and for various sulphuric acid concentrations. This gives the possibility for online calculations of the radiative forcing of the aerosol particles. To derive normalised optical parameters Mie calculations have been performed for 20 distinct radii (0.01, 0.025, 0.05, 0.075, 0.1, 0.125, 0.15, 0.175, 0.2, 0.225, 0.25, 0.275, 0.3, 0.35, 0.4, 0.45, 0.5, 0.75, 1.0, 2.0 in µm) and 6 sulphuric acid mass fractions (0.25, 0.38, 0.5, 0.75, 0.85 0.95). These parameters are stored in a table. Optical parameters for other sizes and compositions are calculated online with a two-dimensional linear interpolation routine.

To calculate the normalised optical aerosol parameters, information about the aerosol size distribution and the chemical composition are needed. In the current model version the H2O/H2SO4 aerosol is considered by a bulk approach and described by the mass-mixing ratio of sulphate (SO42-). Hence for the radiative calculation some assumption for the aerosol size distribution has to be made.

It is assumed as a first-order approximation that the aerosol size distribution for both, background and volcanic, is log-normal and monomodal, although observations after the Mount Pinatubo eruption [e.g. Deshler et al., 1992; 1993], as well as model simulations, indicate that the volcanic aerosol size distribution is bimodal. This approximation, however, for modes that overlap is accurate enough compared to other model uncertainties (Russel et al., 1996).

In order to take into account the time evolution of the aerosol size distribution, we calculate the aerosol mode radius rm from the effective radii re and the standard deviation of the size distribution . = 1.86 is kept constant in time and space because the aerosol radiative properties are only weakly dependent on [Lacis et al., 1992; Stenchikov et al., 1998]. The mode radius rm can then be determined by :

r = re exp(-5 ln2 /2)

The effective radius will be derived from the aerosol volume according to the following fit formula [Grainger et al., 1995]:

re = 0.357* V0.249

3. Coupling of the aerosol with the photolysis routine

In the original version of the photolysis routine by Landgraf and Crutzen (1998) the aerosol is taken into account very rudimentary . In the lowest five layers a mixture between rural and maritime aerosol is assumed, which is then vertically interpolated (N(z) = Nsurf *p(z)/psurf)3).

Now the aerosol number density N is linked to the aerosol mass and calculated at every grid box: 

N = Maero exp(9 ln2 /2) / (4/3  r3   W)

(assuming a log-normal size distribution).

At present the introduced model version is in the test phase, which will be finished at the end of the year. At first, it is planned to validate the model for the period following the eruption of Mt. Pinatubo. A large data base exist for the Pinatubo episode for the model evaluation, because several in situ (airborne and balloon borne) and remote sensing measurements (lidar and satellite) have detected the dispersal of the Pinatubo cloud and the following changes in the atmospheric system (temperature, trace gas concentration. In order to obtain improved boundary conditions for the transient experiments the other two big eruptions from the last 40 years the eruption of the Indonesian volcano Agung (1963) and of the Mexican volcano El Chichon (1982) will be simulated. The consideration of the Agung eruption in the model is in particular critical, because no direct observations (satellite, in situ measurements) exist for this period.

At present, the subroutine including the micro-physical processes will be revised e.g. implementing an improved parameterisation of the homogenous nucleation rate, new data for surface tension. This is an ongoing effort and also depends on the version of the circulation model ECHAM4/5, which is still in the test phase.

Contribution of FZJ:

One of the main objectives is the investigation of the sensitivity of the stratospheric chemistry to climate signals (e.g. temperature). For this purpose it was planned to drive CLaMS with the dynamics of certain winter episodes with special characteristics from certain time level experiments carried out with the ECHAM4.L39(DLR)/CHEM. In order to interchange necessary data for the description of the background atmosphere and for comparison a data interface has been agreed upon defining the data format (netCDF), the relevant variables, and the resolution regarding time and space. The next steps now will be to initialise CLaMS with the data provided by DLR and compare the results to check for sensitivities of the models regarding e.g. the resolution. This will take place within the next months.

Contribution of MPI-MAECHAM:

The format of the model data has been specified and is described in the document "Protokoll_Kick-off_13032001.pdf" on the KODYACS web site.

Work Package 5:

How are air masses transported through the tropopause?

The main objective is the investigation of the complex interaction between troposphere and stratosphere. A key point to the understanding of this important aspect of the dynamics and the chemistry of the atmosphere is the exchange of air masses across the tropopause (e.g. transport of water vapour into the tropical stratosphere from below or of stratospheric air masses into the mid latitudinal troposphere).

Contribution of IMK-KASIMA

The quantitative analyses of isosurfaces relies on conventions founded in various disciplines of computational geometry (e.g. O'Rourke, 1994). Geometric structures are described by a set of vertices and polyhedra obtained by triangulation (tetraeders or triangles for 3D or 2D structures, respectively).The following steps are undertaken for the analyses:
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The 3D model domain is triangulated. In case of an Eulerian gridpoint model (e.g. KASIMA) this can be reduced to the triangulation of a set of cubes built by the gridpoints of the models. As visualised in Figure WP5-1, the space within neighbored gridpoints is filled with 6 tetraeders.

2. Since each tetraeder can be truncated by an isosurface only once, the possible set of vertices of the isosurface is obtained by linear interpolation of the value of the analysed scalar quantity along each edge line of the tetraeders. If 3 vertices are found within one tetraeder, they 4 connected to each other to a triangle; if 4 vertices are found, they will be triangulated with the shorter diagonal and 3 vertices are connected to 2 triangles, respectively.
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A more detailed description of the triangulation scheme will be found in the forthcoming version of the KASIMA model documentation (Kouker et al., 2002).

Technical implementation

The technical implementation relies on a mapping the OFF file structure OFF files (name for "object file format") represent collections of planar polygons with possibly shared vertices, a convenient way to describe polyhedra. The polygons may be concave but there's no provision for polygons containing holes. An OFF file is structured as follows:

1. The 1st line contains the number of dimensions which is the model domain plus one dimension for each dependent model variable to be investigated (e.g. temperature, EPV, trace gas mixing ratios). 

2. The 2nd line contains the number of vertices and the number of polyhedra (triangles or tetraeders) the file describes. 

3. The co-ordinates of the vertices follow one line per vertex. 

4. The description of each polyhedra follows line by line. The 1st number gives the number of vertices of the polyhedra followed by the index of each vertex defined from the previous section. 

OFF files are described in more detail in the object oriented graphics library.

Contribution of MPI-C

A new diagnostic method for simulated stratosphere-troposphere exchange is currently implemented in the MAECHAM/CHEM model. The method is based on 14CO observations (Jöckel, 2000). After completion and testing the algorithm it will be also used in ECHAM4.L39(DLR)/CHEM and other ECHAM-versions. It is planned to analyse both 40 year transient model simulations to clarify questions with regards to a realistic reproduction of stratosphere-troposhere exchange in coupled chemistry-climate models.

Contribution of FZJ

The vertical transport resulting from both, vertical advection and the effects of diffusivity induced by mixing processes, will be investigated with CLaMS (McKenna et al. (2001a) and McKenna et al. (2001b)). In contrast to numerical models based on Eulerian grids, CLaMS utilises the Lagrangian point of view by computing trajectories and chemistry for a multitude of single air parcels, carrying with it the possibility of very high resolution. This model therefore has all prerequisites for the investigation of small scale features like filaments, laminae or small vortex roll-ups. Figure WP5-2 shows the results of a simulation done with CLaMS compared with similar KASIMA results and measurements derived from CRISTA-2 observations to demonstrate the capabilities of the model.

At the beginning of KODYACS the novel mixing concept of CLaMS was confined to two dimensions thus prohibiting long term calculations with significant vertical displacement of the air masses considered. The mixing concept has now been extended to three dimensions. This is done by applying the triangulation algorithm to air masses within a layer of a certain vertical extension, thus introducing a vertical grid. The vertical gridding is changed at every mixing time step to avoid the results being biased.
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Fig. WP5-2: N2O on the 675 K isentropic level. Results from CLaMS (upper panel) are compared with results from KASIMA (middle panel) and observations made by CRISTA-2 (lower panel).
First results of CLaMS utilising this new mixing algorithm are presented in Figure WP5-3. A simulation was started at December 1st, 1999, and carried out until March 5th, 2000, covering the time range of the SOLVE campaign. A vertical profile of methane derived from measurements made onboard the OMS balloon payload flown on March 5th (Ray et al., 2002) is shown together with profiles resulting from the model simulation by a) taken the nearest air parcels to the balloon trajectory and b) a weighted mean considering the adjacent air parcels. Given the uncertainties in model initialisation and the length of the simulation period, which is quite long for a trajectory calculation, there is in general a remarkable good agreement between measurement and model results. It should be mentioned though, that the model produces a small scale feature around 650 K that can not be seen in the experimental data. In the lower stratosphere there is a small offset between experimental and model data. This may be due to wrong methane initialisation as well as to slightly too small descent rates.
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Fig. WP5-3: Methane vertical profile from balloon borne measurement (Ray et al., 2002) compared with CLaMS model data (see text for details).

Contribution of IMK-MIPAS

MIPAS on ENVISAT - whose launch is now set to March 1st, 2002 - will provide global spectral measurements from about 6 km altitude up to the mesosphere from which volume mixing ratio profiles of water vapour and temperature can be retrieved. At IMK a scientific data processor of higher sophistication is under development. It is based on an optimal estimation scheme, which supports both probabilistic and non-probabilistic covariance matrices for the regularisation of the retrieval problem. Full retrieval diagnostics in terms of covariance matrices of the retrieval results, averaging kernel matrices, measure of the vertical resolution etc. is also provided. The development work for the water vapour and temperature retrievals focuses - as part of the overall development of this processor - on the optimisation and fine-tuning of the retrieval of non-standard observations for which the routine processing by ESA will most probably not be optimised. During the year 2001 we have concentrated on the retrieval of water vapour in the tropical UT/LS from the standard (covering 6 to 68 km altitude in 3 or 5 km steps) and the specific STE observation scenario (covering 5 to 40 km in 1.5 km steps below 20 km). For mid-latitude conditions and the standard observation scenario blind test retrievals from synthetic spectra have also been performed. Besides the work on the improvement of retrieval approaches, we have designed the validation approach following the idea of Rodgers and Connor, and provided the necessary validation tools. 

For the tropical UT/LS region, the retrieval approach for water vapour has been developed by an appropriate selection of spectral micro windows, and by fine-tuning the regularisation of the retrieval via test retrievals using synthetic data. 

Figure WP5-4 shows the result of a test retrieval based on synthetic data for the tropical UT/LS region and the specific STE observation scenario (covering 5 to 40 km in 1.5 km steps below 20 km). Water vapour and temperature in the altitude range of the measurement were the parameters to be retrieved. The reference spectra had been perturbed by measurement noise according to the MIPAS/ENVISAT specification. All other potentially perturbing parameters (interfering gases etc.) have been assumed to be exactly known. The retrieval result shows that the water vapour mixing ratio profile in the altitude range of the observations can be reconstructed very well; the water vapour volume mixing ratio can be retrieved to an uncertainty of about 10% for the given conditions in the tropopause regions, and the hygropause can very well be resolved. Work is in progress to extend the retrieval study to more realistic cases in order to fine-tune the relevant processing parameters, and to systematically inter-compare several combinations of observation and retrieval scenarios.
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Figure WP5-5 demonstrates the readiness of our retrieval system for real data, namely the MIPAS-balloon data measured on May 8th, 1998 at Aire sur l'Adour (Friedl-Vallon et al., 2000; Ridolfi et al., 2000). The retrieved profiles achieved for various sets of regularisation parameters generally are in good agreement; the vertical structure of the retrieved profile depends to some degree on the regularisation of the retrieval problem applied.

To summarise, all tests performed so far show the general readiness of our retrieval system for application to ENVISAT data, but also the need to improve the setting of processing parameters in order to obtain the optimal retrieval result in terms of accuracy versus vertical resolution. Further studies will be performed with synthetic spectra, and lateron with real data to determine the optimal regularisation parameters, the lowest altitude for tropical conditions the retrieval can be extended to, and the improvement to be achieved by utilising the specific STE observation scenario.

According to Rodgers and Connor (1999), two measurements can be compared by using the chi-square of the difference of the observations if error correlations, averaging kernels and spatial and temporal mis-matching of the observations is properly taken into account. A software tool for performing this type of inter-comparison has been developed. Within this project, it will be applied to the inter-comparison of our data with temperature and water vapour to ozone sonde data from DWD (Hohenpeissenberg) and other sites.

Work Package 6:

Which contribution do have natural components of climate variability for the observed changes of chemical compounds and meteorological values?

This work package deals with the natural contributions to atmospheric variability. As climate change caused by anthropogenic influence has to be discriminated against natural effects a good knowledge of the related processes is a prerequisite for studying the coupled effects of dynamics and chemistry in the atmosphere. Within KODYACS, the influence of the solar cycle, volcanic eruptions and the quasi biennial oscillation (QBO) on the state of the atmosphere are studied. 

Solar variability

Contribution of MPI-C:

Several transient 40 year experiments have been performed with a 2D model on the sensitivity of ozone to changes in UV radiation related to the 11 year solar cycle. Total ozone increases (decreases) by up to 2% one year after the solar maximum (minimum) with the largest response in Antarctic spring. The timelag is mostly due to odd nitrogen in the middle and lower stratosphere which increases first when solar activity increases before the solar maximum due to enhanced photolysis of N2O. This causes and increased ozone loss partially compensating enhanced production from photolysis of oxygen. Shortly after the solar maximum the reduced concentration of N2O dominates and causes a decrease in NOx down to about 50hPa in high latitude spring and summer (and vice versa for the solar min). Local ozone changes are about +/-3% between 1 and 10 hPa in the tropics and 2 and 60 hPa in high latitude spring. Because of the interaction between direct changes in the ozone budget and changes due to changes in source gases for radicals the transient runs differ from steady state runs for the extreme conditions.

[image: image7.wmf]
Fig. WP6-1: Example of change in ozone for beginning of solarmax conditions.

Contribution of IMK-KASIMA

The solar variability has a strong spectral dependence, with the maximum variation in the UV and EUV part of the solar spectrum. Most of this radiation cannot penetrate the mesosphere and the uppermost stratosphere through the strong absorption by molecular oxygen. By chance, the highly variable and UV dominant solar Lyman- line coincides with a deep minimum of the O2 absorption cross section, thereby giving Lyman- photons a dominating role for photolysing CH4, CO3, and H2O in the mesosphere. Within most models of the middle atmosphere the Lyman- flux is parameterised by a simple exponential. Chabrillat and Kockarts (1997) showed that these parameterisations are not sufficient to describe the Lyman-a flux in the mesosphere as the O2 absorption cross section has a temperature dependence which in addition varies over the spectrally resolved solar Lyman- line profile. They give an improved parameterisation based on a sum of exponentials of the O2 slant column. In fact, their scheme does not include a detailed treatment of solar zenith angle dependence and the dependence of seasonal changes of the temperature profile within the mesosphere. In addition, determination of the Lyman-a photon density (which is equivalent to actinic flux) is further complicated by Lyman- resonant scattering in the terrestrial atmosphere giving rise to a prominent diffuse Lyman- field, and also influenced by the variation of the form of the solar Lyman-a line profile during phases of enhanced solar activity. Both effects are not included in parameterisations used in models of the middle atmosphere. As for the chemically relevant altitude range the optical depth for Lyman- is significant, even small changes in the outer conditions may produce observable effects in the photolysis rates.

The evaluation of these combined effects demands a detailed wavelength dependent description of scattering and absorption processes of Lyman- photons within the atmosphere. For that purpose a Monte Carlo Program (MCP) was developed which takes into account the temperature dependent absorption by molecular oxygen and multiple resonance scattering by atomic hydrogen within the terrestrial atmosphere. Resonant scattering is treated with partial frequency redistribution caused by the associated Doppler effect but the natural linewidth is neglected. As we are mainly interested in the mesosphere, a plane parallel atmosphere is assumed, but to include resonant scattered photons in the exosphere the outer boundary for the model is set at 1000 km. For each parallel stratum the temperature and the densities of O2 and H are taken from the MSIS-90 model or as a combination of standard profiles and model output from the KASIMA model.

Whereas for the determination of the dissociation rates of H2O, CH4 and other species the integrated photon density is sufficient, the O2 dissociation rate is determined within the model as the integration over the Lyman- spectrum. In addition, Lacoursiere et al. (1999) showed that the O(1D) yield of Lyman- absorption is wavelength dependent, too. The determination of this yield is also included in the MCP module. 
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Fig. WP6-2: O2-Dissociation rate and O1D yield at different heights.

For the estimation of the combined effects, typical T-, O2- and H-profiles taken from the MSIS model for equinoctial and solstitial conditions for different solar zenith angles have been used and compared with  the Chabrillat and Kockarts parameterisation.

Generally, the results obtained so far show that for an overhead sun the parameterisation given by Chabrillat and Kockarts yields a good agreement with the exact results of the MCP at altitudes below 100 km. Above 100 km altitude, the resonant scattering increases the photon density in the centre of the line up to factor 2. The O(1D) yield is found to decrease from about 58% for an undisturbed Ly- line profile to about 48% at 60 km altitude (see Figure WP6-2). For slant optical paths, the situation is different. Here even without including the effects of resonant scattering differences exceeding 10% are found at 70 km altitude. Regarding the effect of resonant scattering, Figure WP6-3 shows as an example the atmospheric Ly- line profile for December 21st, 1200 UT, at 60° N at different altitudes below 100 km. Here, Ly- photons found below 75 km have predominantly been scattered in the atmosphere. Both effects seem to increase Lyman- photon density, but one should note that this occurs generally at large .

Studies of the effects of increased Lyman- within the KASIMA model are under way, as well as studies of photolysis rates and actinic fluxes obtained with different photolysis modules for other species and wavelength regions.

[image: image9.wmf]
Fig. WP6-3: Terrestrial spectrum of the solar Lyman- line at different altitudes for December 21, 1200 UT at 60°N. 

Contribution of IMK-MIPAS

Funded from resources external to this project, a generalised non-LTE model has been developed which is currently applicable to 10 trace species in the atmosphere (Funke et al., unpublished). Within this model the non-LTE state population for a given atmospheric situation (kinetic temperature profile, distribution of various trace species, solar zenith angle, solar activity etc.) can be calculated. For O3, this improved non-LTE model calculates the populations of the 250 lower vibrational states of O3 (Martin-Torres, unpublished). It includes vibrationally excited levels of O3 up to the state (343) with an energy of 8541.7 cm-1 and the most prominent ro-vibrational bands originating atmospheric emission. In the model all important processes driving the different non-LTE populations under any atmospheric conditions, including auroral events, are considered. The nascent distribution of energy among the vibrational levels and their relaxation mechanisms to the lower levels have been modelled, including exchanges of energy in vibrational-translational (V-T) and vibrational-vibrational (V-V) processes. Radiative processes under consideration are spontaneous emission and absorption of tropospheric and solar radiation.

As a contribution to KODYACS, the generalised non-LTE model for 10 trace species has been included in our radiative transfer model KOPRA which is part of the scientific level-2 data processor at IMK. Besides the population of the molecular states, the generalised non-LTE model will provide the derivatives of the measured radiance spectrum with respect to certain non-LTE process parameters.

The approach to retrieve simultaneously the vmr of species like NO or O3 and non-LTE process parameters has been developed on basis of the generalised non-LTE model, the radiative transfer model KOPRA, and the retrieval algorithm RCP, which build the kernel of the IMK data processor.

Regarding the NO retrieval and the achievable performance, the specification of a baseline had been reached before the start of the KODYACS project (see, for example, Funke et al. 2001). This baseline is currently kept and will be applied to, and hopefully verified by, the first MIPAS data available.

For the improved O3 vmr retrieval in the upper stratosphere and mesosphere, a micro window selection concentrating on the 10 µm region of the spectral data has been performed. This spectral region is very strongly influenced by non-LTE effects and therefore excluded in the operational data processing. 

The strong signals there, however, can favourably be used to improve the retrieval performance if proper non-LTE modelling is achieved. Figure WP6-4 shows the uncertainty of a O3 vmr retrieval based on these selected micro windows, as well as the dependence of the retrieved profiles on certain assumptions entering the non-LTE model as a priori information.

The non-LTE process parameters to be retrieved simultaneously with the O3 vmr from the MIPAS spectra are the collisional rates of the transitions of the molecular states, and the nascent distribution of O3. Information about the collisional rates can be obtained from all MIPAS spectral regions, and the 4.8 µm spectral region will provide more information on the nascent distribution. The retrieval strategy will try to use the joint information from all MIPAS channels in order to retrieve O3 non-LTE parameters and then to use this information for the retrieval of O3 vmr. The steps to follow should be: (i) to select a set of altitude dependent micro windows where information on non-LTE parameters can be achieved (mainly micro windows in the 10µm region below 40 km and 4.8 µm region up to 90 km); and (ii) to use the information on non-LTE parameters to retrieve accurate O3 vmrs (without non-LTE induced errors) from micro windows in the 10 µm region.

For the retrieval of temperature in the upper stratosphere and mesosphere, the selection of micro windows has been started. The 15 µm region with the CO2 fundamental band turns out to be the most appropriate region as the non-LTE effects are small there. Figure WP6-5 shows a simulated spectrum as expected to be measured by MIPAS containing CO2 lines of the fundamental band (strong isolated lines on the left). These will be used for a rotational-analysis type LTE retrieval of the kinetic temperature and the CO2 vmr; the latter one needs to be simultaneously retrieved in order to account for the overall band intensity in the spectra; however, it must be disregarded afterwards as it will be influenced by small non-LTE effects not properly taken into account by this retrieval approach. 

[image: image10.wmf]
Fig. WP6-4: Left panel: O3 reference profile (solid line) and retrieval results due to incorrect a priori information fed into the non-LTE model (dashed and dotted lines); right panel: contributions to the retrieval errors related to the micro window selection for tangent heights between 25 and 95 km: ''non-LTE'' includes errors due to uncertainties in the O3 non-LTE parameters; ''Total'' includes systematic errors (measurement noise, uncertainties in kinetic temperature, gain calibration, interfering species' abundances, spectroscopic parameters, and non-LTE parameters other than the collisional rates and the nascent distribution) except non-LTE errors from other species; ''SYSTEMATIC'' shows the errors induced by non-LTE from other species.

[image: image11.wmf]
Fig. WP6-5: Simulated MIPAS spectrum for 90 km tangent altitude showing signatures of CO2; the strong signatures on the left side decreasing to higher wave numbers belong to the CO2 fundamental band and will be used for the retrieval of kinetic temperature. The expected NESR in this spectral region is about 15 W/(sr cm2) cm-1.

Volcanic eruptions

Contribution of MPI-MIPS: 

A model version of the MAECHAM4/CHEM has been set up (for details see WP4) in which aerosol and ozone are treated as prognostic variables and coupled with the radiation scheme. This version is currently being tested. A Pinatubo experiment with this model system will be set up during the next couple of weeks. One key issue is to reproduce the observed aerosol and ozone changes and to validate the model system with SAGE measurements and the UARS-instruments HALOE and ISAMS.

The experiment will be repeated when a new version of the coupled model system with an explicit treatment of aerosol microphysics is available.

QBO

Contribution of MPI-MAECHAM:

The transient experiments 1960-2000, as planned in KODYACS, are designed to follow the major modes of low frequency variability as observed in 1960-2000. Therefore the quasi-biennial oscillation (QBO) in the zonal wind in the equatorial stratosphere (Baldwin et al., 2001) must be assimilated in the atmospheric general circulation models. The assimilation of the QBO in the MAECHAM4/CHEM model system consists of two basic parts: a) the data set describing the QBO; b) the assimilation scheme for the zonal wind in the MAECHAM4 atmospheric general circulation model.

The QBO is generally described by wind profiles measured at the equator. Radiosonde data cover the lower stratosphere up to 10 hPa. Such traditional data are available from Canton Island (1960-1967), Gan/Maledives (1967-1975) and Singapore (1976-2000), that is for the whole period required. A time series of monthly mean zonal wind at these stations (Figure WP6-6a) is kindly provided by B. Naujokat from FU Berlin (Naujokat, 1986). The analysis of wind profiles from rocket measurements shows, however, that the QBO has a vertical extension up to approximately 3 hPa (Gray et al., 2001). Hence, the QBO assimilation  should extend from the tropopause to about 3 hPa. Rocket data are available for Kwajalein (8.7°N) and Ascencion Island (8.0°S), both too far from the equator to show the undisturbed QBO. Therefore these data are not suitable for a direct assimilation in the GCM. Instead the following approach is chosen. The main signature of the QBO evolution is the downward propagation of the jets which is very regular above 40 hPa. Therefore the QBO at higher levels can be reconstructed by a propagation operator which propagates the QBO backward in time from a given level to higher levels using a specified propagation velocity. In such a way the QBO time series at 10 hPa, as provided by B. Naujokat, is extended upwards to 3 hPa using a propagation velocity of 2 km/month. Furthermore, an exponential decay of the QBO amplitude is assumed above 10 hPa, using a length scale of 10 km, to account for the smaller QBO amplitude near 3 hPa. The same technique is used to propagate the QBO from 70 hPa downwards to 90 hPa in the period 1960 to 1987 when the original data set does not contain data below 70 hPa. In this procedure the propagation velocity and the length scale are 1 km/month and 2 km, respectively. The resulting data set shows the vertically extended QBO in a range of 3 to 90 hPa for the period 1960 to 2000 (Figure WP6-6b).

An assimilation scheme has been developed and implemented in ECHAM4 to study QBO effects in the troposphere (Giorgetta et al., 1999). This scheme is extended for the use of the new QBO data set covering the years 1960 to 2000, and for the application in the MAECHAM model, which has a higher vertical extension than ECHAM4. In MAECHAM4 the QBO assimilation extends vertically from 90 hPa to 3 hPa, in ECHAM4 from 90 hPa to 10 hPa. A test of the QBO nudging procedure in MAECHAM4 is shown in Figures WP6-7 and WP6-8. The GCM is started from an initial state for January 1st (year 01) that does not include the QBO, and is integrated over one month. The zonal wind in the QBO domain is nudged towards the QBO wind profile of January 2001 (Figure WP6-7a) using a nudging field N depending on latitude and level (Figure WP6-7b), which is zero outside the QBO domain. The QBO wind field is kept stationary during the whole test to show the convergence of the zonal wind field towards the given QBO wind field. At the beginning of the integration the zonal mean zonal wind at the equator (Figure WP6-8a) does not contain the QBO, hence the difference U-U(QBO) is substantial (Figure WP6-8b) and causes large tendencies of the QBO assimilation (Figure WP6-8c). At the end of the integration the zonal mean zonal wind at the equator (Figure WP6-8d) shows the QBO structure (Figure WP6-7a) in good approximation, hence the difference field U-U(QBO) (Figure WP6-8e) is small in the QBO domain, and the tendency field dU/dt|QBO is weak (Figure WP6-8f).

[image: image12.wmf]
Fig. WP6-6: a) (top): A time series of monthly mean zonal wind at the stations Canton Island (1960-1967), Gan/Maledives (1967-1975) and Singapore (1976-2000); b) (bottom): The vertically extended QBO data set shows in a range of 3 to 90 hPa for the period 1960 to 2000.

Fig. WP6-7: (a)Zonal wind (m/s) for QBO observed in January 2001; (b) nudging strength N (1/d) defining the QBO domain.


Fig. WP6-8: (a-c) At the beginning of the integration: zonal mean zonal wind U (m/s), difference dU (m/s) between zonal mean zonal wind and zonal wind of QBO, and tendency dU/dt (m/s/d) applied in the QBO assimilation; (d-f) as (a-c), after one month of integration.
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Fig. WP1-1: Altitude range where various factors might be important for ozone. Red: linear trend, green: QBO, blue: stratospheric aerosol, yellow: solar cycle, white: tropospheric circulation patterns.





Fig. WP1-2: Top: Ozone anomalies for the years 1967 to 2001, as measured by sondes- and lidar over Hohenpeissenberg.


Bottom: Same, but as accounted for by multiple linear regression (Eq. 1).





Fig. WP1-3: Linear trend term, in percent per 10 years, as derived by the regression and as a function of season and altitude. White areas in this Figure (and the following ones) represent regions where the predictor is not contributing significantly ( at the 90% level) to ozone variance.
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Fig. WP1-7: Same as Figure WP1-1, but now the ellipses representing the various influences have been moved to the right altitudes and magnitudes are given, all determined by the regression method.





Fig. WP1-8: Climatological distribution of total column ozone (left panels) and ozone at 90 hPa (right panels) for the 1960s- (top row) and 1990s scenario (middle row) runs with the MAECHAM4/CHEM model. The bottom row shows the relative difference between the two scenarios.





Fig. WP5-1: Triangulation of a Tetraeder.





Fig. WP5-4: Results of a test retrieval based on synthetic data for the water vapour profile in the tropical UTLS region. Left panel: Retrieved profile (solid line), reference profile (dashed line), initial guess (dotted line) and error bars due to measurement noise; right panel: deviation from the reference profile compared to the estimated standard deviation.





Fig. WP5-5: Result of the water vapour retrieval from MIPAS-B spectra as measured during a balloon flight from Aire sur l'Adour in 1998. The curves show the dependence of the retrieval result on the strength of the regularization applied. 
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