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Summary of project description - scientific objectives:

The main objectives of KODYACS are the identification and the quantitative determination of the interaction of dynamical, chemical, and (micro-) physical processes in the upper troposphere / lower stratosphere (UT/LS) and in the middle atmosphere to improve our understanding of atmospheric changes (trends) observed during recent years. Investigations will focus on:

· transport processes near the tropopause,

· the coupling of dynamical and chemical processes in the UT/LS,

· the coupling of the UT/LS and the middle atmosphere,

· the quantitative importance of anthropogenic processes compared to natural variability.

Based on a hierarchy of atmospheric models, which consider dynamical, chemical and (micro-) physical processes, and of multi-year observations, the mutual effects of dynamics and chemistry will be investigated in the upper troposphere, in the stratosphere and in the lower mesosphere.

General information:

KODYACS has been started on April 1st, 2001. A kick-off meeting was held in Hamburg at the Max-Planck-Institute for Meteorology on March 12th and 13th, 2001. This workshop was jointly organised with the AFO-projects MEDEC (MEsospheric Dynamics, Energetics and Chemistry, PI: Brasseur) and ISOTROP (Integration of Satellite Observations with the global chemical transport model MOZART to study the chemical composition in the upper TROPosphere, PI: Rohrer), which also concentrate on modelling work, but with regards to the mesosphere and the troposphere, respectively. The three projects ISOTROP, KODYACS, and MEDEC all contribute to the COMMIT project (COMmunity Modelling InitiaTive, PI: Brasseur), which aims to develop an advanced community state-of-the-art model of the middle atmosphere from 0 to 250 km. The annual meeting 2002 of the KODYACS participants was held in Oberpfaffenhofen at the Institute for Atmospheric Physics on March 12th, 2002. KODYACS results were presented during the “AFO 2000 Statusseminar” in Schliersee from October 7th to 9th. The annual meeting 2003 of the KODYACS participants was held in Oberpfaffenhofen at the Institute for Atmospheric Physics on January 9th and 10th, 2003.

Several bilateral meetings were organised to discuss detailed co-operations and the co-ordination of work. 

The progress of the project as well as recent and planned events can be viewed at the "KODYACS-web-page" (http://www.pa.op.dlr.de/kodyacs), where all relevant information is provided to the interested community.

The main scientific activities within the project KODYACS has been subdivided into six work packages (WP). The progress and the results of investigations, which have been obtained during the year 2002 are described in the following sections. Nearly all milestones of the distinct work packages have been achieved.

Work Package 1:

How do dynamical and chemical processes and the chemical composition of the stratosphere affect the variability of the troposphere?

Introduction

Troposphere and stratosphere are closely linked regions of the atmosphere. Although only about 20% of the mass of the atmosphere reside in the stratosphere, it provides important boundary conditions for the troposphere: Incoming solar UV radiation is nearly completely absorbed in the stratospheric ozone layer. Very little short-wave UV radiation penetrates into the troposphere. Ozone, particularly near the tropopause, is an important radiatively active trace gas, not only because it absorbs UV radiation, but also because it absorbs and emits infrared radiation at 9.5 μm, in the middle of the so-called atmospheric window. Radiation is one way in which the stratosphere interacts with the troposphere.

Another way are dynamical interactions. Depending on the vertical wind-profile, atmospheric waves, from large-scale planetary waves to small-scale gravity waves, can or cannot penetrate to higher altitudes. Wave energy and momentum are absorbed at critical levels or may be reflected back. Particularly in winter, when planetary waves from the troposphere propagate to high levels in the stratosphere, stratospheric and tropospheric circulation are closely coupled. A well-known example is the so-called Northern Annular Mode (NAM) or Arctic Oscillation (AO). In its positive mode it consists of a very strong polar stratospheric winter vortex and an intense Icelandic cyclone in the troposphere coupled to stronger than normal anticyclones near the Azores and in the Northern Pacific. Often the tropospheric pattern emerges a few days before the stratospheric pattern, which then slowly, within 30 to 60 days, propagates back down into the stratosphere (Baldwin and Dunkerton, 2001).

Other examples of possible stratospheric influences on the troposphere are a statistically significant tropospheric signal coming from the purely stratospheric quasi-biennial oscillation (QBO) of stratospheric winds near the equator (Coughlin and Tung, 2001). The QBO is a major source of inter-annual variability in the stratosphere. The 11-year solar cycle shows effects in the lower stratosphere, although the mechanisms leading to these effects are not fully understood. Even less well understood is why solar cycle effects appear in the troposphere, e.g., in tree-ring data. Planetary wave propagation appears to be an important mechanism, because tropospheric solar cycle effects show a different sign in different regions.

Although it is the ultimate goal of this work package to shed some light on the mechanisms by which the stratosphere affects the troposphere, so far the largest effort was spent on the mechanisms by which the troposphere affects the stratosphere. This occurs mainly through the deformation of stratospheric flow by tropospheric large-scale circulation patterns and smaller scale weather systems.

Contribution of DWD

Analysis of observed variations of ozone and temperature using ozone-sonde data from northern mid-latitude stations 

Focus of this year's work was to expand the multiple linear regression analysis that had already been applied to ozone and temperature data at Hohenpeissenberg, to other ozone sounding stations. As shown previously, the method allows characterisation of various influences, such as long-term trend, 11-year solar cycle, quasi-biennial oscillation, etc. on multi-decadal ozone and temperature time series. Detection and quantification of these influences is a prerequisite for any further analysis of possible interactions. In particular, tropopause height can be used to account for the important influence of tropospheric dynamics on the stratospheric ozone layer. See KODYACS Annual Science Report 2001 or Steinbrecht et al. (2001) for a more detailed description.

Ozone sounding data were acquired from the WOUDC database in Toronto/Canada. However, only a few non-European stations in the database have time series that are long enough (20 to 30 years or longer), have sufficiently high launch frequency (preferably more than once per month), and are without major gaps or quality problems. Additional sounding profiles were taken from the NDSC database. All selected stations are shown in figure WP1-1. European stations other than Hohenpeissenberg are not included at present, because they will not add substantial new information.
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Fig. WP1-1: Sounding stations selected from WOUDC database.

For all selected stations the soundings were quality controlled. Low quality soundings (missing data, stratosphere not reached, corrupted data, high correction factors) had to be dropped, obvious mistakes were corrected. This proved to be quite work intensive, since the data quality of many stations is not as good as for Hohenpeissenberg.
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Fig. WP1-2: Linear ozone trend (in %/decade) from the full multiple linear regression for selected sounding stations as a function of season (DJF = December, January, and February, MAM = March, April, and May,...) and altitude. White areas indicate lack of a significant trend (significance <90%).
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Fig. WP1-3: Same as previous figure, but for the temperature trend (in K/decade). In this case only the trend term (but no other predictors) were used in the regression.

Figure WP1-2 shows the ozone trend derived for selected sounding stations. As expected, stratospheric ozone decreases at nearly all stations and altitudes between 10 to 30 km. The highest decrease is found in spring (up to –15%/decade). Canadian and Japanese stations show larger trends than Hohenpeissenberg. Hilo, closest to the equator, also a shorter time series starting in 1982, shows a small ozone increase above 20 km. Nearly all stations find increases in tropospheric ozone as well. Note that nearly the same results are obtained when only the linear trend term, but no other predictors, is included in the regression. These results are in good agreement with other investigations (WMO, 2003).

The derived temperature trends are given in figure WP1-3. In this case we used regression with a linear trend as the only predictor. All stations show significant cooling between 15 and 30 km. This cooling is well known and can be attributed to ozone depletion (reduced heating) and increasing CO2 (more radiation to space, Ramaswamy et al., 2001). At least in part, the large temperature trends over Japan might be an artefact from changes in sonde or operational practice in the late 1980s. This needs to be addressed in the future. Hohenpeissenberg and most Canadian stations show significant tropospheric warming. Inclusion of tropopause height into the regression shows that the tropospheric warming and part of the lower stratospheric cooling are closely connected with long term trends in tropopause height.

Several tests were performed to find out which predictors are the best to describe the very important influence of tropospheric dynamics on lower stratospheric ozone. We tried various circulation indices, for the Arctic Oscillation, the North-Atlantic Oscillation and other circulation patterns, from the NOAA Climate Prediction Centre and other sources. However, it turned out that local tropopause height, as measure for larger scale and local meteorological phenomena, is generally the most important predictor for lower stratospheric ozone at nearly all stations and for nearly all seasons. Tropopause height is also very convenient, because it is easily derived from observed and modelled data sets. It is also sampled at the same time as the ozone profiles. 

Figure WP1-4 shows that ozone fluctuations related to changes in tropopause height are typically of the order of 20 to over 40% between 10 and 18 km, throughout the year. The influence is the same at nearly every mid-latitude station, but becomes smaller at the more tropical station Kagoshima. It nearly vanishes at Hilo, the station closest to the equator. The influence is highest near the tropopause and reaches up to about 20 km altitude. The high positive influence at Tateno at 12 km in summer is an artefact caused by sparse data.

Similar to the case of ozone, tropopause height is also very closely connected to temperature variations and is a very important and convenient predictor for temperature, as figure WP1-5 shows. High tropopause coincides with a colder lower stratosphere (blue colours for anti-correlation) and a warmer troposphere (warm colours, correlation). Tropical stations show a weaker connection (Tateno, Kagoshima, and Hilo). Again Tateno shows an artefact near 12 km in summer. 
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Fig. WP1-4: Same as previous figure, but for the influence of tropopause height on ozone. Values given are 2 times the standard deviation of the tropopause height term in the multiple regression and are normalised by the climatological mean ozone value. Cold (blue) colours describe anti-correlation; warm (red) colours describe correlation between tropopause height and ozone.
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Fig. WP1-5: Same as previous figure but for the influence of tropopause height on temperature (given as twice the standard deviation of the tropopause term in K).

Joint contribution of MPI-C, MPI-MAECHAM, DLR, DWD and U-Leeds

Comparisons between observed and modelled data

Very important parts of the project are comparisons between long-term observations of ozone and temperature and results from multi-year simulations with chemistry climate models like the ECHAM4-CHEM. ECHAM4-CHEM is a state of the art climate model, which includes a representation of stratospheric trace gas chemistry and transport. As in the real atmosphere, the (calculated) trace gas fields feed back into the radiation scheme of the model and thus allow the modification of atmospheric dynamics by changing trace gas fields. 

This model is used in different versions at DLR and at MPI-C /-MAECHAM, called ECHAM-DLR and ECHAM-MPI in the following. DLR uses a 39 level version with an upper boundary near 10 hPa (30 km), particularly useful for lower stratospheric investigations near the tropopause. MPI-C /-MAECHAM uses a 39 level Middle Atmosphere version with upper boundary near 0.01 hPa (80 km), more suited for looking at upper atmospheric processes such as the dissipation of gravity waves, wave-mean flow interaction and downward control.

So far only sensitivity studies and 20 year timeslice experiments with fixed greenhouse gases and chlorine sources, without solar cycle or QBO effects, are available for further analysis. However, transient studies with changing source gases, solar cycle and QBO effects included, are under way. As a first step, we report here on results from the analysis of the initial ECHAM timeslice model runs.
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Another set of data was taken from the chemical transport model SLIMCAT (Chipperfield, 2001). SLIMCAT uses ECMWF meteorological analyses for the representation of atmospheric transports (the “real” atmosphere), whereas chemical processes are modelled. In a way, SLIMCAT results are an intermediate between ECHAM-CHEM, where the model creates a model atmosphere with its own transports and chemistry, and the observations, which see the net result of transports and chemistry of the real atmosphere. Note that SLIMCAT provides both a “passive” ozone tracer (which is not chemically processed) and “active”, chemically processed, ozone.
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Total Ozone

Total ozone data from three ECHAM-MPI timeslice experiments are compared to observations at Hohenpeissenberg and Ny-Alesund (Spitzbergen) in figure WP1-7. The model generally reproduces the observed annual cycle with spring ozone maximum and fall minimum. The decline of total ozone after May is steeper in the simulations than observed and the modelled fall minimum is earlier and more pronounced than observed. Modelled total ozone is between 100 DU (spring) and 50 DU (fall) higher than observed. Observed ozone variability is higher than modelled, particularly in spring. For Hohenpeissenberg and for the months of January to March the observed long-term changes (1968 to 1984, compared to 1985 to 2001) are larger than simulated (by the change between the 1960 and 1990 or 2000 timeslice experiments). For Ny-Alesund and the other months of the year the agreement between observed and modelled changes is quite good.
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Fig. WP1-7: Observed (top) and ECHAM-MPI calculated (middle and bottom) total ozone time series (10 day averages) at individual stations: left: Hohenpeissenberg (48°N), right: Ny-Alesund (79°N). Top left: green 1968-1984, blue 1985-2001; top right: from TOMS satellite observations (no data in winter), green 1979-1989, blue 1997-2002. Middle and bottom panels: green 20 years of 1960 timeslice, red 1990 timeslice, blue 2000 timeslice. Black lines indicate average values, for the observations the dashed lines belong to the later period.

Ozone and temperature at selected stratospheric levels

A more detailed picture of the systematic differences is given in figure WP1-8, showing the average annual cycles for the different data sets at selected stratospheric altitudes. Generally, the models give a realistic annual cycle in ozone. In the lower stratosphere all models tend to have 10 to 20% more ozone than is observed, main reason for the higher than observed total ozone. This appears to be caused by too much downward transport in the models. Only ECHAM-MPI covers the upper stratosphere, where we see very good agreement with the observations at 25 km or 30 km altitude. Higher up, ECHAM-MPI finds less ozone than observed throughout the first half of the year and sees the ozone maximum 1 to 2 months later than observed. ECHAM-MPI also gives very high ozone at 16 km altitude. At 16 km, for both ECHAM-DLR and SLIMCAT, the modelled spring ozone maximum occurs one or two months later than observed. The difference between active and passive ozone in SLIMCAT clearly shows how chemical ozone destruction and production increase from being negligible at 16 km to a major effect at 26 km.

With the exception of altitudes above 30 km (ECHAM-MPI) changing the time-span of the underlying time series does not change the climatology much. Because of the large ozone trend above 35 km we only used data from the 1990 and 2000 time slice for the ECHAM-MPI climatology there.

[image: image38.png]ozone [E10/cm3]

JF MA M J J

A S O N D

MOHP

60 F 260
55 - - 255
50 n 250

] il - 242
"5; : =240
40 - - - 235
35 3 - 230

150 3 £ 245
40 5 e =240

1503 = - =235

120 4 = -

= - - 230
10 3 3 5

100 - - - 225
903 | 35 kin = | 35 kin - 220
80 3 215

320 A g 235

300 - S -~ 230

280 - - 205

2007 E = 220

240 4 = :

220 7 . -215

200 30 km = 30 kin 5—210

180 3 - 205

JFMAMUJASOND F'M A M A S O N

temperature [K]




[image: image39.png]ozone [cm3_]

MOHP

JF MAM J J A S O N D

550 7] - 230
11— Spnde r F
-4 passive L] -

500 MEAT, | =225
17 sLMAAT [T - :

B = SISV VIS (=38 b M I | p 220

450 e o -
_——/ECHA —MPI P - -215
: —— -

400 - I F 3
1| 261 || = - 210

350 1 [ 205

800 3 E ] [ 225
3 E e C

700 5 — 3 /// -

3 E n == | -220—
E c =

600 ¢é§\ 3 — \\ :
L1 - §QZ¢// = - - 215

500 3 ~ 1 | = ¢ jjizzf \\\ﬁss i

400 3 —— 1 T |t 7 - 210
11 20 km 21 km I

300 3 S £ 205

600 3 [ — [ 225

500 3 | E - - - 220
E E e N L

400 3 ‘225;2\\\\\\\\\ 2 ] ==
: 76/ I = 1 L= \ - 215

300 3 \\\\\\ 1 E - — :

200 I = | F210
1| 16 ki o 16 ki B

100 3 [ 205

JF M A M JI J A S O ND J F MAMJI J A S O ND

temperature




Fig. WP1-8: Annual cycle of ozone (left) and temperature (right) at selected stratospheric altitudes for Hohenpeissenberg. Note that for ECHAM-MPI and above 30 km only data from the 1990 and 2000 timeslices were used for the climatology.

The annual cycles of temperature from the different observations (Sondes, NCEP Reanalysis, and ECWMF) are nearly the same. The modelled temperature generally reproduces the observations, typically with a few Kelvin warm bias in summer and a smaller cold bias in winter. ECHAM-DLR shows cold bias in winter at 16 km (Hein et al., 2001, Schnadt et al., 2002), whereas ECHAM-MPI tends to be too warm at this altitude, likely because of high ozone.
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Figure WP1-9 shows the very different annual cycle of the temperature for Tateno/Japan. At the Japanese stations the maximum temperature occurs in winter, not in summer like at Hohenpeissenberg. This is due to the Aleutian High which influences the whole atmosphere over the North- Pacific. Both ECHAM models reproduce this different annual cycle fairly well.

Standard deviations of individual monthly means from the long-term average are given in figure WP1-10. Both for ozone and temperature they are highest in winter and lowest in summer. The models reproduce annual cycle of the observed standard deviations. As expected from sampling and measurement noise, as well as their much higher horizontal and vertical resolution, the standard deviations of the observed data in the lower stratosphere are higher than those of the analyses or model data. A notable exception are spring temperatures at 16 and 21 km, where both ECHAM versions tend to give higher variability (i.e., more or more pronounced warmings) than is observed.
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Fig. WP1-10: Standard deviations of the annual cycles of ozone and temperature at selected stratospheric altitudes for Hohenpeissenberg. Note that for ECHAM-MPI and above 30 km only data from the 1990 and 2000 timeslices were used for the climatology.

Ozone and temperature anomalies

False colour representations of ozone and temperature anomalies (i.e., differences between monthly means and climatology) as a function of time and altitude above Hohenpeissenberg from the four different data sets are shown in figure WP1-11. For ECHAM appending data from different timeslice experiments created artificial time series. For ECHAM-DLR we used data from the 1960 timeslice up until 1970, data from the 1980 timeslice for the years 
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Fig. WP1-11: Ozone (left) and temperature (right) anomalies at Hohenpeissenberg. Top panels: Observations (sonde and Lidar). 2nd panels from top: artificial time series from merged ECHAM-DLR timeslices. 3rd panels from top: merged ECHAM-MPI timeslices. Bottom panels: SLIMCAT. Red colours indicate positive anomalies (more ozone or warmer than normal), blue colours indicate negative anomalies. At the top of the graphs, the QBO time series is plotted, at the bottom the solar cycle.

1981 to 1985, and data from the 1990 timeslice for 1986 to 2000. For ECHAM-MPI we used the 1960 time-slice up until 1981, the 1990 time-slice for 1981 to 1990 and the 2000 timeslice for 1991 to 2002. Note the abrupt changes where the ECHAM "time-series" change from one timeslice experiment to another. 

The false colour plots indicate that the ECHAM models generate fairly realistic inter-annual variability, although the ECHAM timeslice data do not include sources of variability like the 11-year solar cycle, volcanic aerosol from the eruptions of El Chichon in 1982 and Mt. Pinatubo in 1991, or the QBO. Of course SLIMCAT includes at least the transport effects of these sources of variability. Not surprisingly, the SLIMCAT anomalies resemble the observations quite closely, although they are very limited in time and altitude span. The DLR version of ECHAM seems to give a more realistic simulation of the lower stratosphere compared to the MPI Mainz/Hamburg version of ECHAM. The latter version does, however, give a very reasonable simulation of upper stratospheric variability.

Long-term decreases of ozone throughout the stratosphere and cooling of the lower stratosphere can be seen in the observations by the gradual change from yellow and green colours to turquoise and blue. These changes are abrupt in the artificial ECHAM time series. Note that there seems to be very little difference between the 1990 and 2000 timeslices of ECHAM-MPI. The general long-term shifts in ozone and temperature from the observations are reproduced well by the ECHAM data and the much shorter SLIMCAT time series. ECHAM-MPI shows a self-healing for ozone around 26 km that is not seen in the observations.

While the false colour plots give a good overall impression, a more detailed picture for selected lower stratospheric levels is provided in figure WP1-12. SLIMCAT uses ECMWF analyses, so their temperature time series, as well as NCEP reanalysis temperature are included in the right panels. The SLIMCAT anomalies follow the observations fairly closely, although the large depletions in 1992 and 1993 are not fully captured. The SLIMCAT data show a clear spin-up from 1979 to 1982. ECHAM inter-annual variability is of roughly the same size as observed. Also the general long-term changes are captured well by the ECHAM time series. Note the abrupt level change in the ECHAM data, when different timeslices are used for the artificial time series.

As the figure shows the differences between SLIMCAT active and passive ozone are small, so chemical destruction plays just a minor role in year-to-year ozone variability at mid-latitudes. It is, however, important for the long-term trend since the orange “active” ozone line is above the “passive” line in the early years and below it in the later years.
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Fig. WP1-12: Time series of ozone- (left panels) and temperature anomalies (right panels) at selected stratospheric altitudes for Hohenpeissenberg.
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Fig.  WP1-13: Time series for Goose Bay, Eastern Canada (left; ozone, 21 km), and Tateno/Tokyo, Japan (right; temperature, 26 km).

Not all stations provide data with the same quality and consistency as Hohenpeissenberg. Examples for changes in data consistency are shown in figure WP1-13. The Canadian ozone data all exhibit a change around 1982, at the switchover from Brewer/Mast- to ECC-ozone sondes. This change is quite obvious in the left panel of figure WP1-13. The Japanese stations all exhibit a step-like change in temperature around 1990, also obvious from figure WP1-13. It is not quite clear were this change comes from, since there was no change in sonde at this time. Here a change in post-processing, e.g. a different radiation correction, is more likely. A particular problem with the Japanese data is the sparse sounding frequency before 1979 with often only one sounding per month, and many months without any soundings. The data consistency issues need to be addressed and hopefully resolved in the near future.

Variance Analysis

Initial results of the regression analysis for ECHAM-DLR timeslice experiments, SLIMCAT data are shown in figure WP1-14 (false colour plots). Just the influence of the linear trend and the meteorology are discussed here, since the timeslice experiments do not include other sources of variability. Note that SLIMCAT has no data below 12 km.
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Fig. WP1-14: Linear trend of ozone (top row) and influence of meteorology (tropopause height; bottom row) on ozone, calculated by the multiple regression for the observations, ECHAM-DLR timeslice experiments and SLIMCAT modelled ozone data.

Agreement between observed trend and the trend from the ECHAM-DLR timeslice experiments is very good. Since the SLIMCAT data cover a shorter time (1979-1998), the derived trend is larger, but otherwise similar to the observations. ECHAM-DLR is able to reproduce the observed stratospheric trend in ozone. ECHAM-DLR shows a similar pattern of tropopause height influence on ozone as is observed. However, the influence is slightly weaker, especially in summer and autumn. SLIMCAT data show an influence similar to ECHAM at the altitudes where SLIMCAT data were available.
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Fig. WP1-15: Linear trend of temperature (top row) and influence of the meteorology (tropopause height; bottom row) on temperature, calculated by the multiple regression for the observed temperature data, the ECHAM-DLR timeslice experiments and SLIMCAT temperature data from ECMWF reanalyses.

Analogous results for temperature are shown in figure WP1-15. In the observations the stratosphere is cooling (upper panel, left). Cold temperatures in the stratosphere and warm temperatures in the troposphere are closely linked to tropopause height changes (lower left panel). Both the trend and the close coupling are reproduced by ECHAM-DLR. However, whereas the observations show a significant trend in winter (DJF), there is no statistically significant trend in the ECHAM-DLR composite time series. The stratospheric cooling is caused by less radiation absorption due to less ozone as well as more radiation to space due to more CO2. Since the stratosphere is largely under radiative control only in summer, whereas dynamical noise dominates the winter stratosphere, a radiative temperature trend is much more difficult to discern in winter.

Joint contribution of MPI-MIPS, MPI-C and DWD 

Influence of stratospheric aerosol in observed and modelled time series of ozone

[image: image92.wmf]The increase of stratospheric aerosol following the eruption of Mount Pinatubo in June 1991 has led to record low ozone levels and other substantial changes in the atmosphere in the years 1991 to 1993. To investigate these effects MPI Hamburg/Mainz has used a version of the fully interactive chemistry climate model MAECHAM4(L39) which included a realistic representation of the aerosol cloud and its influence on radiation and chemistry (Timmreck et al., 2003). The difference between model runs with and without volcanic aerosol should give a good estimate for the effect of the Pinatubo eruption on the real atmosphere. The modelled effect can then be compared with actually observed anomalies. Figure WP1-16 shows such a comparison between modelled aerosol effects and observed ozone anomalies for the stations Hohenpeissenberg and Resolute. An important caveat is that with both, modelled differences and real data, we are comparing single random samples from many possible evolutions of the modelled or true atmosphere. Early 1993, for example, should not be considered, because the model polar vortex broke down, whereas the real polar vortex did not. Both in model and observations ozone was generally lower throughout the lower stratosphere, between 10 and 22 km altitude. The model calculations show that this ozone depletion is largely caused by increased active chlorine. Active chlorine is increased due to a lack of inactive ClONO2, resulting from decreased NOx. NOx is converted to HNO3 on the volcanic aerosol surface, particularly in the cold lower stratosphere. Above about 22 km slightly enhanced ozone is found, both in model and observations. This enhancement is a direct consequence of decreased NOx because at these altitudes ozone destruction through NO is reduced. At Resolute in the Canadian Arctic, agreement between model and observations is best. At mid-latitudes agreement is generally worse. Observations show stronger and longer lasting ozone depletion than the model. Nevertheless, the model replicates the observed ozone changes quite well and provides us with quantitative explanations for their causes.

Joint contribution of MPI-MAECHAM and MPI-C 

Changing sources gases and climate change
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Changing trace gas concentrations mean changes in the radiative properties of the atmosphere. An important question is, if the change in radiative forcing in the polar stratosphere in the northern hemisphere from 1960s to 2000, due to changes in radiatively active gases like CO2 or O3, is strong enough to cause a significant change in polar stratospheric temperature with respect to the high natural variability on intra-seasonal as well as inter-annual time scales. Could the changed composition of the atmosphere explain extremely cold temperatures, for example in 1997 in March (figure WP1-17)? 

The question can be answered on the basis of the ECHAM-MPI timeslice experiments that have trace-gas concentrations typical for 1960, 1990 and 2000 (Manzini et al., 2002). Comparison of the 1960 and 2000 scenario experiments shows indeed a significant decrease in polar stratospheric temperature in March and April (figure WP1-18). MPI-PROVAM, as well as the comparisons presented above, have shown that the MAECHAM4 model is providing a realistic amount of variability in zonal temperature or wind in the North polar stratosphere, a necessary condition for the investigation presented here. Note that the stratospheric polar temperature does not change significantly in the main winter months, and that the March/April cooling is limited in the vertical. This cooling is not related to tropospheric changes in planetary wave activity, a relevant tropospheric parameter. The range of heat fluxes from the troposphere to the stratosphere does not change from the 1960 to the 2000 integration, but the temperature related to a given flux value is decreased by about 5 K (figure WP1-19). From this it is concluded that the radiative forcing, which is changed by the change in atmospheric composition explains the lowered temperature in March and April in the lower north polar stratosphere. During this late winter cooling the ozone mixing ratio near the North Pole in the lower stratosphere is reduced by about 20%, and the occurrence of PSCs is increased. This positive feedback of radiation and chemistry is, however, limited in time by [image: image94.png]Altitude [km]
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the late occurrence and also limited in the vertical by a dynamical feedback initiated first in the mesosphere by a changed gravity wave forcing, a novel mechanism found in this work. Hence the natural variability in the winter circulation of the North polar stratosphere is high enough to [image: image95.jpg]235
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mask radiative-chemical feedback effects in most winter months, except for the late winter months of March and April.

Contribution of MPI-C

Solar forcing on the troposphere via the stratosphere
The atmospheric response to the 11-year solar cycle is studied using the fully interactive 3D coupled chemistry-general circulation model with a complete seasonal cycle MAECHAM/CHEM based on 2 20 year timeslice experiments for solar maximum and solar minimum radiation conditions (Tourpali et al., 2003). The stratosphere-troposphere system shows significant responses to a realistic solar cycle enhancement of UV-radiation at solar maximum. This response consists of increases in stratospheric ozone and temperature, giving rise to changes in the zonal wind from the stratosphere into the troposphere. Computed changes of stratospheric ozone, temperature and zonal wind are generally in agreement with observed changes between solar minimum and solar maximum. Observed pattern changes of the stratospheric response between early and late winter are approximately reproduced by the model. Our radiative forcing results show that the 11-year solar cycle effect on global mean temperature is negligible, but simulated responses of sea level pressure do suggest that regional effects are probably significant, e.g. by affecting the North Atlantic Oscillation. 

In the troposphere (figure WP1-20), the tropics show a decrease of westerlies (increase of easterlies) at solar maximum, in January as well as in July. Moving polewards we see an increase of the westerlies, followed again by a decrease at still higher latitudes and so on. This banded [image: image98.jpg]% Bundesministerium
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structure of the tropospheric response was found also in the studies by Haigh (1999). In fact, the results for individual months show that this banded structure moves more or less north and southward with the sun. For all months we find certain latitude-height positions where the zonal mean changes are statistically significant at the 95% level. This indicates that the solar effect is likely real and its magnitude is sufficiently large to exceed natural variability over 20 years. For the northern hemisphere mid latitudes, this alternating pattern means a decrease of the zonal mean westerlies in winter and an increase in summer. For the southern hemisphere we find a larger response in January (figure WP1-20a) than in July (figure WP1-20b). Nevertheless from Fig. WP1-21, which shows the computed changes of mean sea level pressure for January as a representative winter month, we infer that the idea of regional climate responses to solar activity is not completely unrealistic. What we see in figure WP1-21 is that the pressure gradient over the North Atlantic is decreased, which would mean a lowering of the NAO (North Atlantic Oscillation)-index. According to Hurrell and Van Loon (1997) this would favour lower temperatures in Western Europe. This is clearly in line with the decrease of January and winter mean temperature in the lower layers of the atmosphere at mid- high latitudes of the northern hemisphere, which we find in our computations. The above results are also in line with recent work by Kodera (2002) on the NAO modulation by the solar cycle. The lower sea level pressure in the polar southern hemisphere occurs in each month in the season (marginally significant in the zonal mean). As the sea surface temperature is kept constant in our model runs, except for the seasonal cycle, we have to be careful not to draw firm conclusions regarding the pressure and temperature changes near the surface. Considering the above, we may conclude that realistic changes of the solar UV-radiation influence the stratosphere- troposphere system in a significant way. The pattern of the tropospheric response shows an increase of the tropical easterlies in all seasons, as well as significant changes of the zonal mean westerlies at the temperate latitudes, especially in northern winter. These circulation changes will give rise to regional changes of weather and climate, although the precise nature and sign of these changes have to be further investigated.

However, the results of our experiment certainly add to the credibility of the recent claim by Baldwin and Dunkerton (2001) that stratospheric processes may act as a precursor of anomalous weather regimes. Enhanced UV and partly also the enhanced radiation in the visible part of the spectrum are absorbed in the stratosphere. This results in changes of ozone and temperature, which in turn will give rise to changes of the radiative forcing of the troposphere which are small and probably too small to cause the calculated tropospheric effects. Analysis of the wave structure and amplitudes of our response patterns has shown that at solar maximum in the troposphere wave number 1 is favoured at the cost of wave numbers 2 and 3 as suggested by Kodera (1995). In the upper stratosphere wave number 1 appears to be the dominant wave component under solar maximum as well as under solar minimum conditions, although in our experiment it appears to be weaker at solar maximum.

Summary

Initial comparisons between long time series from measurements, chemical transport models (SLIMCAT) and fully coupled free running chemistry-climate models (ECHAM-DLR, ECHAM-MPI) show generally very good agreement. In the lower stratosphere the models give too high ozone and a shifted annual cycle. The models show realistic inter-annual variability and trends. Much more information is expected from transient climate simulations, which include the effects of the QBO, the 11-year solar cycle and slowly changing source gases. These simulations are currently under way at MPI-C/-MAECHAM and DLR (quick-looks: http://www.op.dlr.de/~pa2m/kodyacs_home.html).

Multiple linear regression analysis can successfully quantify sources of ozone and temperature variations from the troposphere up to the 10 hPa stratospheric level for long-term time series at about 10 stations in the Northern Hemisphere. Apart from some regional differences, most stations show significant ozone depletion and cooling throughout the lower stratosphere. The extra-tropical stations show a strong anti-correlation between lower stratospheric ozone, or lower stratospheric temperature, and tropopause height. Tropospheric temperature is anti-correlated to temperature. Consistently, QBO and Solar Cycle influences are found between 20 and 30 km altitude at nearly all stations, although this was not mentioned in the report. While these influences also appear in the troposphere in some seasons and at some stations, there is no consistent picture for the troposphere. Some sonde data show inhomogeneities in ozone (especially stations in Canada and Japan) and temperature (mostly stations in Japan). It will be necessary in a next step to fix those inhomogeneities according to Tarasick et al. (2002) and personal communications with the responsible persons. So far the regression method can just be applied for the one available set of upper stratospheric data from Lidar measurements at Hohenpeissenberg. Other Lidar data sets will be collected, edited and analysed. It is planned to apply the regression method to a global set of total ozone time series. This can be obtained from the TOMS satellite system for January 1978 to December 2001

 (http://code916.gsfc.nasa.gov/Data_services/merged/mod_data.public.html).

Analysis of the ECHAM-MPI timeslice experiments has shown that the 1960 to 2000 changes in radiatively active trace gases have led to a colder and more stable stratospheric polar vortex in late winter. Consequences of this finding have to be analysed. Another set of ECHAM-MPI timeslice experiments was used to simulate effects of the 11-year solar cycle on the atmosphere. Responses were found in stratospheric ozone and temperature, and the stratospheric effects are found to propagate into the troposphere as well. Tropospheric effects are restricted to certain regions. A detailed comparison with the results found from the observations still needs to be done.

The analysis described here needs to be expanded to the ECHAM transient runs. QBO and Solar Cycle effects can then be analysed as well. This year has given a good solid base of quantitative description. In the next year we need to use the wealth of additional data available from the model runs in order to investigate the underlying mechanisms. Special attention needs to be paid to the question, how and where stratospheric influences affect the troposphere.

Work Package 2:

How does the dynamics of the troposphere effect the chemistry of the stratosphere?

Joint contribution of MPI-PROVAM and DLR

E39/C zonal wind data of the timeslice scenario "1990" were provided for MPI to carry out a comparison of frequency distributions of the 50 hPa zonal wind at the polar circle (50(N). In this investigation, NCEP reanalysis data of the period 1948-2000 were compared to standard ECHAM4, the middle atmospheric version MAECHAM4, and E39/C model data (figure WP2-1).
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Fig. WP2-1: Relative frequency 

of zonal mean wind at 50 hPa and 

polar circle in different models and 

NCEP reanalysis data for the years 

1958-1998.

Clearly, the models with upper boundary at 10 hPa are biased towards too high wind speeds, while the MAECHAM has a frequency distribution of 50 hPa winds  at the polar circle which is much closer to observations. Since 20 m/s can be seen as the critical velocity for the vertical propagation of planetary waves with zonal wave number 1 under climatic conditions, the bias of the wind speeds has strong impact on the modelled variability structures (see below in contribution of MPI-PROVAM). Other models, including the coupled ocean-atmosphere-chemistry models ECHAM4-OPYC and ECHAM4-HOPE were also studied and lead to similar results.
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Fig. WP2-2: The sensitivity of the zonal mean wind at 50 

hPa and Polar circle for given GHG concentration (1990)

and different observed global sea surface temperatures

(1951-60 vs. 1981-90), top, and for the same SST (1951-

1960), but different GHG concentrations (1960 vs. 1990),

bottom.

Figure WP2-2 shows that the sensitivity of the coupled MAECHAM/CHEM model, which interactively simulates dynamics and stratospheric ozone chemistry, to observed SST changes is even stronger than to observed GHG concentrations during the last 3-4 decades of the 20th century. Hence, the forecasted SST changes in a future climate will be especially important for the forecast of at least arctic ozone behaviour.

Currently, differences of the frequency distribution of the refractivity index in reanalysis data and in different models are studied. Here we find significant differences which may allow to interpret the cold polar bias of the models, including the stronger polar vortex, as the result of differences in the vertical structure of the wind field and of stability between observations and models.

Contribution of MPI-PROVAM

A physical reference system was used to investigate the variability of global atmospheric circulation. The mass and horizontal motion fields are projected onto free oscillations (normal modes) of  a set of linearised equations of motion. So we were able to decompose the global circulation into one barotropic and several baroclinic as well as in gravity-inertial and planetary Rossby components. This allows a physically self consistent filtering of the fields of mass and motion. The analyses were done with global data, but we concentrated on northern hemisphere winter. The tropospheric circulation is characterised by the barotropic components, the stratospheric by the 2nd baroclinic component. The results suggest that the observed winter pattern of NAO is a result of the modulation of barotropic Rossby modes by the stratospheric circulation (Castanheira et al., 2002).
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Based on a linear regression/correlation analysis of monthly mean atmospheric sea level pressure data from the NCEP reanalysis (1948-2000) we find a significant anti-correlation between pressure in the northern North Atlantic and North Pacific only if the stratospheric circulation is in the ”strong polar vortex” regime, but not when the vortex is weak (figure WP2-3). Since some general circulation models (e.g. ECHAM4) are biased towards the strong vortex regime, they tend to reproduce this anti-correlation already in the mean. The pattern of the ”Arctic Oscillation” is shown to be consistent with the mean surface pressure differences between the two stratospheric regimes. The typical southwest-northeast tilt of the node line of the North Atlantic Oscillation in Northern Hemisphere winter is due to a superposition of correlation patterns based on physical processes working in the troposphere (a strictly meridional dipole and the pattern resulting from planetary wave refraction in the strong vortex regime) and those produced by the rapid transition from one stratospheric regime to the other with subsequent downward propagation of the signal (Castanheira and Graf, 2002).
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Fig. WP2-3: Correlation (colour) and regression (isolines) of the pressure at surface near Iceland with the pressure elsewhere for weak (left) and strong (right) polar vortex.

This result is especially relevant for the disturbance of the polar vortex by vertically propagating planetary waves. While in the case of a stronger polar vortex it can be expected that planetary wave activity of wave 2 will increase in mid latitudes, for a mean weaker vortex it is wave 1 in higher latitudes. Wave one can more easily disturb the vortex than wave 2, hence we have a positive feedback leading to more stable regimes (either strong or weak vortex).

Two tele-connection patterns in the EP flux divergence field due to planetary waves with wavenumbers (WNs) 1 to 3 were studied in the Northern Hemisphere winter. One dipole evolves in the stratosphere (stratospheric inter-annual oscillation (SIO)), the other in the troposphere (tropospheric inter-annual oscillation (TIO)).TIO and SIO are associated with anomalous meridional planetary wave propagation in the troposphere and stratosphere, respectively, and tropical (SIO) or mid latitude (TIO) SST (Chen et al., 2002a;b). 
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Fig. WP2-4: One point correlation maps between EP
Fig. WP2-5: Correlation of  SIO and TIO on 

flux divergence at 30 hPa, 75°N and 57.5°N (SIO, top )
global 1958-1998, de-trended, shaded areas are and 500 hPa, 55°N and 300 hPa, 40°N (TIO, bottom).
statistically significant at 95%/99%.
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Tropical SST is related to upper stratospheric EP flux divergence, mid latitude SST to tropospheric, influencing the relation between polar and subtropical jet, and determining the strength of the lower stratospheric polar vortex. SIO and TIO are not significantly correlated, hence we may take them as independent processes. While tropical SST anomalies lead upper stratospheric processes by 3 seasons, there is no time lag relationship between mid latitude SST and EP-flux divergence on a monthly time scale. TIO is significantly correlated with the NAO/NAM index (r=0.69), SIO is with the PNA index (–0.39). It is suggested, however, that while the TIO-NAO relationship is based on a direct physical process, the SIO-PNA relationship is not. Both are influenced by tropical SSTs, the PNA due to planetary wave propagation and the Hadley circulation, SIO due to influences of the deep tropical convection on the residual stratospheric meridional circulation. This will be studied in more detail in the future.
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Contribution of DLR

In previous investigations, it was found that E39/C simulates an accelerated recovery of the stratospheric ozone layer in the polar northern hemisphere in the near future (scenario "2015") (KODYACS annual report  2001, Schnadt, 2001; Schnadt et al., 2002). This regeneration of the ozone layer had not been expected as other publications on this issue (Austin et al., 1992; Shindell et al., 1998) had suggested that ozone recovery would be delayed by the cooling of the stratosphere associated with increasing greenhouse gas concentrations. The simulated ozone recovery in E39/C resulted from an enhanced vertical propagation of planetary stationary waves from the troposphere to the middle atmosphere, which, in turn, caused the polar stratosphere to warm adiabatically by moment transfer from the waves to the mean flow. Under these conditions, less polar stratospheric clouds were formed and less chlorine was activated, resulting in a reduced chemical ozone depletion in spring in "2015". 

In continuous work, the causes for this behaviour have been explored in more detail. Specifically, the relationship between changes in the model's North Atlantic Oscillation (NAO) and the simulated ozone recovery has been investigated. For this purpose, an extreme NAO index composite study of the winter seasons of the timeslice scenarios "1990" and "1990" without nitrogen oxide emissions from aircraft ("1990NOAIRC"), as well of the ECMWF reanalysis data set (ERA, 1979-1993) has been carried out.

The results show that in the positive NAO phase the stratospheric polar vortex is stronger and colder than in the negative NAO phase. In the troposphere, the subtropical jet streams are weaker around the globe, whereas the mid-latitude storm track over the North Atlantic is shifted north-eastward and shows stronger zonal winds. Associated with the circulation patterns in the troposphere, the positive NAO phase is characterised by a reduced vertical propagation of stationary waves from the troposphere to the stratosphere. At the same time, transient wave activity is enhanced in the troposphere. The described patterns are found in both the reanalysis as in the model data indicating that E39/C reproduces the dynamical relationships related to the NAO.
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Fig. WP2-6: Temporal evolution of the wintertime (DJF) E39/C NAO index for the timeslice scenarios "1960", "1980", "1990", and "2015". Each scenario contributes 19 winters. The anomalies were calculated with respect to the mean of the four scenarios.

The temporal evolution of the model NAO index (figure WP2-6) shows a slight increase from "1960" to "1990" consistent with the observed upward trend of the NAO index since approximately 30 years. From "1990" to "2015", the model index decreases markedly. Assuming that in all model scenarios the role of the NAO as the dominant climate variability mode does not change, the NAO index changes are consistent with the enhanced vertical propagation of stationary waves and the dynamical warming of the northern hemisphere polar stratosphere in winter from "1990" to "2015". The results thus indicate that changes in tropospheric circulation systems as modulated by the North Atlantic Oscillation might be steering changes in stratospheric dynamics and thus stratospheric ozone recovery in the northern hemisphere. Since the modelled tropospheric circulation changes predominantly arise as a result of prescribed changes in sea surface temperature (SST), the investigation also stresses the influence of SSTs on stratospheric dynamics on the climatological scale, as well as the need of correct future SST projections for a realistic simulation of the future ozone layer (for details see Schnadt and Dameris, 2003).

After the implementation of  the wavenumber-frequency analysis (WFA) and its verification at DLR, numerous applications have been developed. These applications aim at a) identifying how accurate the chemistry-climate model E39/C represents transient large-scale Rossby waves in comparison to ECMWF reanalyses (ERA) and b) how these waves change through the different timeslice experiments "1960", "1990" and "2015".

The model represents well the observed wave amplitudes not only in the different considered frequency bands but also in the sum over all frequencies. E39/C tends to underestimate the amplitudes of eastward travelling waves at small periods while enhancing these waves at greater periods. However, it simulates well the baroclinic character of these waves in respect to vertical amplitude growth and inclination (figure WP2-7, left part). A remarkable feature of the model is its ability to simulate so-called "normal modes" very accurately (figure WP2-7, right part).

The northern hemisphere wave activity in the timeslice experiments shows a correlation with the NAO index (see above). This index increases from "1960" to "1990" and decreases even stronger from "1990" to "2015". Similarly, the sum of transient waves over all frequencies increases and decreases through the timeslice experiments (figure WP2-8).

The WFA tool will be employed in the future to investigate the transient wave activity simulated by a transient climate run from 1960 to 2000 with E39/C. Comparisons with the wave activity derived from ERA-40 data will certainly yield more details about the accuracy of the model and give further insights into atmospheric dynamics. A planned publication aims at reviewing this valuable analysis tool; DLR will provide technical support for the community in order to apply the WFA to results of other chemistry-climate models.
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Fig. WP2-7: Vertical amplitude growth (left) and phase difference relative to 250 hPa (right) from the "1990" experiment with E39/C (green) and ERA data 1984-93 (orange). Straight amplitude lines show the vertical growth of the Lamb wave. Negative phase differences indicate an eastward position, positive differences a westward position relative to 250 hPa.
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Fig. WP2-8: Variance of  the geopotential of transient waves summed over all frequencies as calculated from timeslice experiments in 50, 150 and 300 hPa (top to bottom).

Work Package 3:

What are the reasons for trends in the upper troposphere and lower stratosphere of chemical compounds relevant for climate change?

Contribution of DLR

The transient model run (1960 to 2000) with the fully coupled chemistry-climate model E39/C (Hein et al., 2001; Schnadt et al., 2002) has been started in July 2002 and is running successfully on the DLR NEC SX-4 computer. It is expected that the model experiment will be finished at the end of January 2003. The progress of the simulation can be viewed continuously on the KODYACS web-page. With regards to the actual time plan there is some delay in finalising the transient simulation. The reason for this is that during the definition phase of the model simulation several special requirements with respect to the model output (i.e., distinct data products) were made by members of the KODYACS-group and other external groups who are interested in the results of this simulation. Additionally, a lot of work has been done to guaranty the quality of the model data. 

The transient simulation considers several natural and anthropogenic effects which influence atmospheric composition and climate, e.g., major volcanic eruptions, the solar cycle, the quasi-biennial oscillation (QBO) , increase of stratospheric chlorine loading due to increased CFC emissions, increase of greenhouse gas concentrations and (natural and man-made) surface emissions. The respective values have been defined on the basis of measurements. Observations are also employed for the definition of boundary conditions, i.e., the sea surface temperatures (SSTs) and the Cly and NOy  at the top of the model (approx. 30 km).  

The transient model run has been started in the year 1954. Since the model needed some time to reach a quasi-equilibrium state, the first 6 years of simulation (until the end of 1959) are taken as spin-up and will not be considered for scientific investigations. Figure WP3-1 shows a quick-look of the current status of the simulation with respect to the development of the ozone column. Additionally, the deviations of the long-term mean of the years 1960 to 1980 are shown. Obviously, the model is able to reproduce realistically the annual and seasonal variability which is expected from the experiences with the so-called timeslice experiments for 1960, 1980, 1990, and 2015 (e.g., Schnadt et al., 2002). The figures clearly indicates the impact of the volcanic eruptions of Agung (1963) and El Chichon (1982), particularly in the tropics, as well as the formation of the Antarctic ozone hole in the early 1980s. Detailed analyses of the results of the transient model simulation have been started together with the other KODYACS-partners.
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Fig. WP3-1: Development of total ozone (zonal mean values) in the transient simulation employing E39/C. Given values are in Dobson Units (DU). Upper two panels: absolute values, lower two panels: deviations from the mean values for 1960 to 1980.
Joint contribution of DWD, DLR and MPI-C 

Ozone and temperature at selected stratospheric levels 

A detailed picture of the systematic differences of models to observations is given in figure WP1-8, showing the average annual cycles for the different data sets at selected stratospheric altitudes. See the description of figure WP1-11 for a description of the underlying time series. Generally, the models give a realistic annual cycle in ozone. In the lower stratosphere all models tend to have 10 to 20% more ozone than is observed, main reason for the higher than observed total ozone. This appears to be caused by too much downward transport in the models. Only ECHAM-MPI covers the upper stratosphere, where we see very good agreement with the observations at 25 km or 30 km altitude. Higher up, ECHAM-MPI finds the ozone maximum 1 to 2 months later than observed. ECHAM-MPI also gives very high ozone at 16 km altitude. At 16 km, for both ECHAM-DLR and SLIMCAT, the modelled spring ozone maximum  occurs one or two months later than observed. At the Japanese stations (figure WP1-9) the maximum temperature occurs in winter, not in summer like at Hohenpeissenberg. This is due to the Aleutian High which influences the whole atmosphere over the North- Pacific. Both ECHAM models reproduce this different annual cycle fairly well. Standard deviations of individual monthly means from the long-term average are given in figure WP1-10. Both for ozone and temperature they are highest in winter and lowest in summer. The models reproduce annual cycle of the observed standard deviations. 

Initial comparisons between long time series from measurements, chemical transport models (SLIMCAT) and fully coupled free running chemistry-climate models (ECHAM-DLR, ECHAM-MPI) show generally very good agreement. In the lower stratosphere the models give too high ozone and a shifted annual cycle. The models show realistic inter-annual variability and trends. Much more information is expected from transient climate simulations, which include the effects of  the QBO, the 11-year solar cycle and slowly changing source gases. These simulations are currently under way at MPI Mainz/Hamburg and DLR.

Contribution of MPI-C and MPI-MAECHAM

Total ozone

Since  the transient model run with MA-ECHAM was delayed because  of problems with the replacement of the computer system in Hamburg, we show in figure WP3-2 for comparison with figureWP3-1 calculated total ozone of our timeslice experiments for 1960 and 2000 boundary conditions. The development of the Antarctic ozone hole for 2000 in contrast to 1960 can be clearly seen, as well as the much larger inter-annual variability in Arctic spring. In most regions the calculated total ozone has a high-bias due to overestimated downward transport of ozone into the upper troposphere  (see Steil et al. (2003) for comparison with observations; Manzini et al. (2002)).

Trends in the lower stratosphere from timeslice experiments To separate effects on trends in Arctic spring , we performed several sensitivity runs. Figure WP3-3 shows, that a strong cooling in March in the lower stratosphere occurs only in the 2000 scenario. With chlorine of 1990 (lower middle panel) in spring the 2000 scenario almost resembles 1990. For enhanced chlorine (lower left) it appears that enhanced cooling of the upper stratosphere by gas phase ozone destruction leads to a warming by more adiabatic descent as for increased CO2. SST is not important for spring.
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Fig. WP3-2: 20 years of total ozone as calculated by MAECHAM/CHEM for the 1960 and 2000 timeslices.
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Fig. WP3-3: Seasonal cycle of temperature changes at 80N (monthly zonal means, 20yrs each). Contour spacing 2 K, green and blue cooling. Left panels: 1990 and 2000 timeslices, middle and right panels sensitivity on SST (top, 1990 with SST of 1960 or AMIP SST) and lower and higher chlorine (bottom, 2000). 
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Fig. WP3-4: March mean  ozone changes in 2000 and 1990 (with 1960 SST) compared to 1960 at 70 hPa (MAECHAM/CHEM).

Ozone depletion at the typical location of the Arctic vortex exceeds 25% in 20yr average in the 2000 simulation  (figure WP3-4, left). About the same reduction occurs above the tropical tropopause due to tropospheric greenhouse effect related change in the tropopause height and up-welling. If the SST is fixed to 1960 conditions (figure WP3-4, right), i.e. the  tropospheric warming almost switched off, the reduction in the tropics is much smaller, the depletion at the pole (16%) is about the same as for the 1990 scenario with 1990 SST which has much less ozone in the tropics.

Contribution  of FZJ

Quantification of Ozone Destruction during the Winter 1999/2000

A simulation of ozone depletion in spring 2000 was performed using the 2D version of CLaMS, thus accounting for isentropic motion only. The simulations were carried out for the Northern hemisphere on 4 isentropic levels between 400 K and 475 K. The initialisation for early February was based on observations obtained by satellite (HALOE, POAM-3), balloon (Triple) or aircraft (ER-2), if possible. For some constituents tracer/tracer correlations were used, in other cases we used results from the Mainz 2d model mapped onto equivalent latitudes. Some data used for initialisation are shown in figure WP3-5.
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Fig. WP3-5:  Ozone initialisation on 450 K for February 10, 2000. The upper panel shows the locations of air parcels   measured by ER-2 (circles), POAM (diamonds) and HALOE (triangles) mapped onto a synoptic date. The CLaMS initialisation derived from these data are shown in the lower panel.

Since significant denitrification has been observed, a parameterisation for this process based  on NOy and N2O observations made on board the ER-2 and the temperature history of the air masses considered was introduced into the model. The results concerning denitrification and ozone loss are shown in figure  WP3-6. A 3D version of CLaMS has been developed to allow longer simulations for several months under realistic conditions. The results of first runs without chemistry utilising ozone and methane observations obtained by OMS and Triple are shown in figure WP3-7. Comparisons between observed and simulated methane in December 1999 and March 2000 show that CLaMS is capable of simulating the descent inside the vortex quite well. A similar comparison concerning ozone allows to estimate the chemical ozone loss inside the vortex, with a resulting maximum loss of 60% in the lower stratosphere. To study mixing across the vortex edge an additional tracer was initialised on December 1st, 1999 with values of 1 inside the vortex and values of 0 outside.
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Fig. WP3-6: Results from an isentropic CLaMS simulation for spring 2000: accumulated ozone change in ppb on 450 K for March 15th, 2000 (upper panel); comparison between ER-2 observations (black) and model results (red) for the flight on March 12th (lower panel).
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Fig. WP3-7: Vertical profiles of methane (left) and ozone (right) obtained by observations (circles) in December 1999 and March 2000 compared to profiles derived from CLaMS simulations.

The distribution of this tracer describes the motion and composition of the vortex air. Mixing strongly influences the composition of the vortex in December when the vortex edge is still formed, while large scale intrusions, coinciding with enhanced planetary wave activity, occur later in January (see figure WP3-8). The vortex remained well-isolated until mid of March in the altitude range 500-600 K.
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Fig. WP 3-8: Temporal evolution of the vortex averaged tracer (see text). The vortex edge was defined using the Nash criterion.

Work Package 4:

Which interactions exist between stratospheric ozone depletion and the greenhouse effect?

Joint contribution of MPI-MAECHAM, MPI-C, DLR

Recently, for the first time, all currently available fully coupled chemistry-climate models (CCMs) have simulated the impacts of recent and future GHG and halogen changes on ozone depletion and recovery (Austin et al., 2003). The CCMs employed in KODYACS, i.e., MAECHAM/CHEM and E39/C, participated. 

The employed CCMs cover a wide range of timescales of integration and vary considerably in complexity. The results of specific diagnostics have been analysed to examine the agreements and differences amongst individual models and observations. The examination of model results with respective observations, particularly long-term and global observations as provided by ground-based stations and satellites, is the basis for the detection and evaluation of model deficiencies which is important for the assessment of the consistency of model predictions. Since individual model simulations with coupled chemistry-climate models are time consuming and expensive and due to limited computer power, each model system can only be run for a very few number of model simulations. Therefore, one way to estimate the current abilities of CCMs is to compare the results of already existing simulations which assume similar boundary conditions. Following this philosophy, Austin and co-workers identified a number of shortcomings in the employed models.

Many models indicate a significant cold bias at high latitudes, particular in the Southern Hemisphere during winter and spring. Another unsolved problem is that none of these models is able to reproduce the observed water vapour trend in the (lower) stratosphere. As a result of the widely differing modelled polar temperatures and water vapour mixing ratios, different amounts of polar stratospheric clouds are simulated which in turn result in varying ozone values in the models (figure WP4-1). Additionally, it must be noted that none of the currently available (chemistry-) climate models have been ever simulated a major stratospheric warming event in the Southern Hemisphere, which was observed in September 2002. This points to further deficiencies in the models which might be related to an inadequate representation of planetary wave activity, i.e., the forcing mechanisms in the troposphere and the upward propagation into the stratosphere. Nevertheless, the available CCMs have been employed to determine the possible future behaviour of ozone. The differences in the model predictions can also be used as an assessment for the degree of uncertainty of such estimates. All models predict eventual ozone recovery, but they give a range of results concerning its timing and extent. In the Antarctic, the models mostly agree suggesting that stratospheric ozone columns in spring time (ozone hole) have probably reached almost the lowest values although the vertical and horizontal extent of depletion may increase slightly further over the next few years. For the Arctic it is much more difficult to determine the start of ozone recovery since inter-annual variability due to dynamic processes will tend to mask the signal. On the other hand it is still an open question whether climate change will lead to a decrease in stratospheric temperature in northern winter (due to radiative cooling caused by enhanced GHG concentrations) or if this effect is reduced or overcompensated by dynamic heating (due to enhanced activity of planetary wave generated in a warmer troposphere). This open question is a central point for further investigations of the recovery of the ozone layer. It points towards the importance of the feedback of climate change and atmospheric chemistry.
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Fig. WP4-1: Monthly mean values of southern hemisphere total ozone columns of October as  simulated by different CCMs (UMETRAC: mean 1980-2000; CMAM: 2000; MAECHAM/CHEM: 2000; E39/C: 1990; CCSR/NIES: mean 1990-1999; UIUC: 1995; ULAQ: 1990). Observations are from satellite measurements for the period 1993-2000 (adopted from Austin et al., 2003).
The results of this international model inter-comparison project will be considered in the new UNEP/WMO “Scientific Assessment of Ozone Depletion: 2002” (2003) and the EU-report on ozone-climate interactions, which also will be published in the beginning of the year 2003.

Contribution of DLR
DLR has contributed to a comparison of model-simulated trends in stratospheric temperatures over the past 20 years. This paper, which emerged from an international co-operation within the scope of writing up the new WMO ozone assessment report 2003 under the lead of Keith Shine from the University of Reading, will be published in the Quarterly Journal of the Royal Meteorological Society (Shine et al., 2003).

One issue of the paper is the discussion of the vertical profiles of global and annual mean stratospheric temperature trends of a range of coupled chemistry-climate models including E39/C in comparison to radio-sonde and satellite based analyses of the recent stratospheric temperature trend (figure WP4-2, their figure 4). In the lower stratosphere between 70 hPa and 20 hPa most modelled trends lie in the uncertainty range of the satellite observations, but they do underestimate the radio-sonde based trend by several tenths of a K/decade. Above, at 5-6 hPa, the satellite temperature trend shows a minimum which is not reproduced by the models. The source of this discrepancy is not clear, but there are a number of possibilities discussed in Shine et al.. Above 2 hPa, the models generate a smaller cooling than the observations indicate.
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Fig. WP4-2: Global and annual mean temperature trends for coupled chemistry-climate models. The satellite trends from MSU and SSU, and the radio-sonde trends from LKS are also shown. The 2-sigma error bars in the observations are included; the vertical bars are intended to give the approximate altitude range sensed by the particular satellite channel. From Shine et al., 2003.

A first look on polar temperatures of the E39/C transient model run (1960 to 2000) indicates expected behaviour (figure WP4-3). Stratospheric temperatures over the North Pole show high inter-annual variability, i.e., warm and cold winter episodes. Above the South Pole, the inter-annual variability is much smaller due to less activity of planetary waves. Obviously a cooling of the south polar stratosphere can be observed after the appearance of the ozone hole in the early 1980’s (see also figure WP3-1). 
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Fig. WP4-3: Temperature deviations from the long-term mean (1960-1980) at the North Pole (top) and the South Pole (bottom) as simulated in the transient simulation employing E39/C.

A version of the ECHAM4.L39(DLR) atmospheric model including the mixed layer ocean module MLO (but without chemistry) is now running operationally. It turned out that creating an equivalent version including CHEM would need computing resources not available at DLR. As ECHAM4/CHEM has now been completed and as it has been implemented on the NEC-SX6 at DKRZ, a control experiment in timeslice mode can be started soon to initiate the MLO coupling.
Joint contribution of MPI-MIPS and MPI-C

We have coupled the global stratospheric aerosol model SAM (Timmreck, 2001) which explicitly calculates micro-physical processes (nucleation, condensation, coagulation, sedimentation) with the MAECHAM4/CHEM. In this context SAM has been substantially revised. A new parameterisation of the homogenous nucleation rate (Vehkamäki et al., 2002) for upper tropospheric and lower stratospheric conditions and a new fit functions for  the aerosol density have been implemented in the model system. In addition we introduced in co-operation with MPI-C COS and H2SO4 as new tracers. COS is prescribed at the surface assuming a seasonal cycle with an average mass mixing ratio of 530 pptv for the Northern and a constant mass mixing ratio of 485 pptv for the Southern Hemisphere. CHEM has been extended with a stratospheric sulphur scheme (chemical reactions rates and photolysis rates of COS,SO2, SO3 and H2SO4). The aerosol surface area densities are estimated directly in the coupled micro-physical model instead of being prescribed by a global and zonal constant surface area distribution. The aerosol number density is now taken into account in the calculation of the actinic flux in the photolysis routine. In the original version of the photolysis routine a mixture between rural and maritime aerosol is assumed for the aerosol number density, which is then vertically interpolated. Now the simulated aerosol number density is added to the background number density. At present, this model configuration is tested and optimised with respect to CPU. First multi-annual simulation have been performed with the coupled model. Figure WP4-4 shows the occurrence of new particle formation in the UT/LS region. Although the amount of the H2SO4 concentration influences the strength of the nucleation, the occurrence of the homogeneous nucleation is mainly determined by the temperature. Hence, the formation of new particles through homogeneous nucleation takes  place preferably in the tropics around 17 km, where the coldest temperatures in the model occur and at the winter poles. 
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Fig. WP4-4: Annual averaged  binary homogenous nucleation rate (cm3 s1) in the coupled model run .

The coupling of the micro-physical mode SAM with the MAECHAM4/CHEM4 has been delayed, because the project started three months later (March 1st, 2001) and due to the conversion from CRAY to NEC. The new DKRZ supercomputer is available since spring 2002. A fully coupled chemical micro-physical climate model (CMCM) will be available at the beginning of 2003.

Meanwhile we have used a preliminary version of the chemistry climate model MAECHAM4/CHEM with interactive and prognostic aerosol (bulk approach) and ozone, to study the 1991 eruption of Mt. Pinatubo and its highly non-linear interactions with atmospheric chemistry, radiation and dynamics (Timmreck et al., 2003), see for details WP 6. 

The coupling of the aerosol scheme with the radiation scheme turned out to be critical in our simulations. The dynamical response in Northern Hemisphere high latitudes seems to be very sensitive to the initial conditions and to aerosol radiative forcing. e.g, breakdown of the polar vortex We are currently working on this problem together with MPI-MAECHAM and MPI-PROVAM.

Contribution of MPI-MIPS

Parallel we have implemented a Fortran90 version of SAM into the ECHAM5. A new cycle of the Hamburg climate model ECHAM5 is currently under development which can be run in different vertical and horizontal resolution and on various platforms (e.g. supercomputers and PCs). A further advantage of ECHAM5 is that it can quite easily be run in a 1D version which allows a relative fast testing of parameterisations. The model can also be operated in a nudged mode and is therefore better suitable for a comparison with specific observations. For the implementation in ECHAM5 SAM is rewritten in FORTRAN90 and adopted to a modular structure. This should make a coupling with the PSC and chemistry modules from MPI-C quite easily (see WP 3). The following changes have been carried out with respect to the ECHAM4 version:

· 44 tracer representing aerosol size distribution instead of one in ECHAM4

·  new nucleation scheme (Vehkamäki et al., 2002)

· wet deposition in dependence of aerosol radius

· new dry deposition (L. Ganzeveld, MPI-C:, pers.com) for gases and aerosols depending on aerodynamic and boundary layer resistances and a high resolution ecosystem database

An overview of the new structure is given in figure WP4-5. At present the various modules are tested.
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Fig. WP4-5: Schematic overview of SAM in ECHAM5

Joint contribution of FZJ and DLR

To investigate the impact of the greenhouse effect on stratospheric chemistry, a first CLaMS simulation driven by the dynamics taken from the E39/C 1990 timeslice experiment has been performed. Because of its high resolution (50 km for this simulation) CLaMS is able to simulate small-scale mixing and to resolve filamentary structures from meteorological conditions provided by the GCM. The first results of a comparison considering methane as an inert tracer are shown in figure WP4-6. Note that for the CLaMS simulation the tracer was initialised using results from the Mainz 2d model mapped onto equivalent latitudes. In addition to the large-scale features evident in both models,  CLaMS reveals filaments of methane-rich air which are mixed into the polar vortex from mid-latitudes and persist for weeks. We expect this small-scale variability within the vortex to have a significant effect on ozone chemistry and estimates of future ozone loss.
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Fig. WP4-6: Methane on the 475 K isentropic surface on January 1, 16 and 30 (left to right) taken from the 1990 timeslice experiment (year 43) of E39/C (upper panel). Results from a CLaMS simulation with the same background dynamics are shown in the lower panel.

Contribution of MPI-MAECHAM

The timeslice experiments with typical conditions for 1960, 1990 and 2000 have been analysed in co-operation with B. Steil and C. Brühl of KODYACS subgroup MPI-C. The experiment for 1990 conditions has been evaluated with observations of stratospheric chemical compounds by the HALOE/UARS satellite (Steil et al., 2003). The radiative-chemical-dynamical interaction and the changes from 1960 to 2000 have been analysed in Manzini et al. (2002).

A middle atmosphere climate model with interactive chemistry has been employed for multi-year simulations with fixed boundary conditions for near past and present conditions. Specifically, results from three 20-year equilibrium simulations have been presented: The 1960 simulation for near past condition, characterised by low chlorine and greenhouse gases concentrations, and the 1990 and 2000 simulations with respectively chlorine and greenhouse gases concentration of the early and late 1990. Climatological sea surface temperatures have been specified for each simulation. Most of the results reported here covered the 1960 and 2000 simulations. The main findings of this work are summarised as follow:

1. The atmosphere in the 2000 simulation is globally perturbed with respect to the atmosphere in the 1960 simulation, as shown by the 2000-1960 change in the annual, zonal mean ozone, temperature and water vapour. These average changes are consistent with the observed trends in ozone and temperature as well as previous modelling works. 

2. In the Arctic stratosphere, a significant average cooling in March with respect to the 1960 simulation is found only for the 2000 simulation. The difference in the responses of the 1990 and 2000 simulations from our model is indicative of a high sensitivity of the Arctic  temperature to the chlorine loading of the atmosphere, because the chemical processes leading to ozone destruction are non-linear. From the analysis of the dynamical response in the stratosphere and mesosphere and given that the tropospheric wave activity is comparable in the simulations, it is concluded that in the 2000 simulation the cooling involves mainly  radiative and chemical processes. Therefore, our results support the interpretation that the extreme low temperatures observed in March in the last few decades can arise solely from the radiative-chemical feedback. Although variations in the lower stratospheric temperatures by low frequency modulation of upward propagating wave activity cannot be ruled out, it does not seem to be a necessary factor in our simulations. In the Antarctic, the ozone hole develops in both simulations of the 1990s with respect to the 1960 simulation, and the cooling of the lower stratosphere is substantially larger and longer lasting than in the Arctic.
3. Both planetary and gravity waves play a role in the dynamical response to ozone depletion. Because of the changes in the zonal mean wind caused by ozone depletion (via the temperature changes), the propagation characteristics of the stratosphere in the 1960 and 2000 simulation have been substantially modified. For the planetary waves the change in the propagation characteristics means a positive and local feedback (waves diverted from the polar lower stratosphere). For the gravity waves it means a negative and remote feedback (larger deposition in the mesosphere). The behaviour of the gravity waves is explained by the fact that strong stratospheric westerlies (e.g., the 2000 simulation) imply enhanced filtering of eastward gravity waves and therefore a net gravity wave momentum flux at the stratopause that is more negative than in the case of weak westerlies (e.g., the 1960 simulation). Assuming an isotropic gravity wave spectrum emerging from the lower troposphere, this is a general and plausible result not restricted to the particular gravity wave parameterisation used, although its details and the strength of the response can depend on the parameterisation employed. From March to April, the increase in the downward motion is propagated downward, because of the downward propagation of zonal mean changes due to breaking and dissipation of upward propagating planetary waves. 

4. A novel result from our simulations is that a negative dynamical feedback (increased downward motion and associated dynamical heating) is initiated in the mesosphere by the gravity wave reaction to the increased zonal winds in the stratosphere, during spring in both the Arctic and Antarctic. The difference in the responses in the two hemispheres stems primarily from the different average states, a consequence of the more active planetary waves in the northern hemisphere. While also in our model the positive feedback of the planetary waves may exacerbate ozone depletion (as proposed by Austin et al. (1992) and Shindell et al. (1998), among others), it is plausible that the negative feedback of the gravity waves can limit the cooling and the strengthening of the lower stratospheric polar vortex from above, therefore facilitating ozone recovery. 

5. In both hemispheres the area covered with PSCs increases significantly in spring, contributing to the chemical-radiative-dynamical feedbacks. Chlorine partitioning in polar springs changes strongly from the 1960 to 2000, while for the amount of total reactive nitrogen the increase from the N2O increase is approximately compensated by enhanced de-nitrification.

Although in the current work it does not appear to be a dominant effect, the comparison of the 1960 and 2000 simulations suggests that ozone depletion might perturb also the wave propagation into the stratosphere, or at the least the frequency of occurrence of months with low heat fluxes. In a future work, it would be of interest to investigate the relevance of these possible changes for the troposphere.

The reported changes in the mesosphere  motivates the development of models with tops in the upper atmosphere, for use in climate change assessments. Currently this type of models still have a crude representation of mesospheric processes. In the MAECHAM4/CHEM model, the upper mesosphere is essentially a buffer zone. Nevertheless, the effects of gravity wave breaking have been here taken into account in a comprehensive way, by using a parameterisation that considers a spectrum of gravity waves. However, the forcing of the gravity waves was not changed between the simulations, while it might if the meteorological variability of the troposphere does change. In a natural extension of this work,  it would therefore be of interest to specify the forcing of the gravity waves from the simulated meteorological disturbances. 

Joint contribution  from MPI-C and MPI-MAECHAM

The  importance of feedback between chemistry  and dynamics

In order to assess the role of interactive chemistry (e.g. prognostic ozone) on the variability of the stratosphere, in Steil et al. (2003) an additional simulation has been performed with the MAECHAM4 model without the CHEM chemistry module and instead a prescribed climatological ozone distribution. The prescribed ozone climatology is the monthly zonal mean ozone presented in  Fortuin and Kelder (1998). Figure WP4-7 (upper panel) depicts the daily and inter-annual variability associated with sudden stratospheric warming at 30 hPa. 

Clearly the level of dynamical activity is comparable in the two models  at the North Pole, because of the dominant role played by planetary waves in determining the temperature in the polar winter and spring stratosphere.  A similar behaviour is found also lower down at 70 hPa. Consistent with these findings, there is no statistically significant difference in the average temperatures in the North polar lower stratosphere (see the upper panel of figure WP4-8).

Fig. WP4-7:  Daily North (upper) and South (lower) Pole temperature at 30hPa. Black: from the 20 years simulation with the model without chemistry. Red: from the 20 year simulation with the model that includes interactive chemistry.
At the South Pole instead (figure WP4-8 lower panel), there is  a statistically significant shift  to colder temperature (from 5 to 10 K in October and between 10 and 14 K in November) in the average temperature. Concerning daily and inter-annual variability, figure WP4-7 (lower panel) shows that both models are characterised by much less variability in the Southern polar region (with respect to the Northern polar region). For both models the variability is confined  to the spring season, a realistic behaviour although variability at the beginning of the spring could be underestimated because of the model cold bias in the upper stratosphere. The comparison between the two model suggests an enhancement of the  inter-annual (but not daily) variability in October, November and December in the model with interactive chemistry (e.g., wider temperature excursions for the red curves with respect to the  black curves).  Presumably, the temperature inter-annual variability is larger in the interactive model because low ozone in dynamically quiet years feeds back to produce additional cooling.
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In summary, for the climate and chemical composition typical of 1990,  the positive[image: image134.wmf]10
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 radiative-dynamical feedback between ozone depletion and temperature does play a role in determining the average temperature and the polar inter-annual variability in the southern hemisphere during spring, while the northern hemisphere is dominated by the dynamical forcing, except at very low heat fluxes.
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Fig. WP4-8:  20 year ensemble average of the 31-day running mean temperature differences (without  - with interactive chemistry) at 30 hPa at the poles. The red (green) curve is the envelope outside which the difference is significant at the 95% (99%).

Ozone and temperature changes in Arctic  spring

As described in Manzini et al. (2002), in the Arctic lower stratosphere, a cooling in March with respect to the 1960 simulation is found only for the 2000 simulation but not for the 1990 simulation. Wave activity emerging from the troposphere is found to be comparable in the winters of the 1960 and 2000 simulations, suggesting that ozone depletion and greenhouse gases increase contribute to the 2000-1960 March cooling in the Arctic lower stratosphere. These results therefore provide support to the interpretation that the extreme low temperatures observed in March in the last decade can arise from radiative and chemical processes, although other factor cannot be ruled out. The comparison of the 1960 and 2000 simulations shows an increase in down welling in the mesosphere at the time of cooling in the lower stratosphere (in March in the Arctic; in October in the Antarctic). The mesospheric increase in down welling can be explained as the response of the gravity waves to the stronger winds associated with the cooling in the lower stratosphere. Planetary waves appear to contribute to the downward shift of the increased down welling, with delay of about a month. The increase in dynamical heating associated with the increased down welling may limit the cooling and the strengthening of the lower stratospheric polar vortex from above, facilitating ozone recovery and providing a negative dynamical feedback. In both the Arctic and Antarctic, the cooling from ozone depletion is found to affect the area covered with polar stratospheric clouds in spring, which is substantially increased from the 1960 to the 2000 simulations. In turn, increased amounts of PSCs can facilitate further ozone depletion in the 2000 simulation.

[image: image136.wmf]
Fig. WP4-9: Ozone and temperature changes for the 1990 and 2000 timeslices against the 1960 timeslice as calculated by MAECHAM-CHEM. 20 year averages for March.

In the lower stratosphere the 2000-1960 change for the months of March and April is characterised by a pronounced cooling (–4 to –5 K), statistically significant at the 95% level. The temperature difference is no longer significant in the upper stratosphere in March, where the inter-annual variability in the model is larger. On average, in April a slight warming (1 K) appears in the upper stratosphere. Another view of the difference in the temperature and ozone changes, 1990-1960 and 2000-1960 respectively, is given in figure WP4-9, where their respective changes in March zonal mean temperature and percentage ozone are shown. Concerning ozone, the relative change is similar for 1990-1960 and 2000-1960 in the mesosphere, upper stratosphere and southern polar stratosphere. In the northern polar stratosphere instead, the 2000-1960 relative change reaches –20%, about twice that for the 1990-1960 change. Concerning the temperature, the middle atmosphere in general is about one degree colder in 2000 than in 1990. The major difference between the 1990-1960 and 2000-1960 changes is again found in the Arctic middle atmosphere: while the lower stratosphere is warmer in the 1990 simulation with respect to the 1960 simulation, it is up to 6 K colder in the 2000 simulation with respect to the 1960 simulation. Above, in the mesosphere, respective opposite changes are found, as a results of changed dynamics.

Work Package 5:

How are air masses transported through the tropopause?

The main objective within WP 5 is the investigation of the complex interaction between troposphere and stratosphere. A key point to the understanding of this important aspect of the dynamics and the chemistry of the atmosphere is the exchange of air masses across the tropopause (e.g. transport of water vapour into the tropical stratosphere from below or of stratospheric air masses into the mid latitudinal troposphere). 

Contribution from FZJ

Quantifying the transport in the tropopause region 

To investigate the effects of mixing in the tropopause region high resolution CLaMS simulations with a suite of inert tracers have been performed. All air masses were initialised with inert tracers depending on their positions at the beginning of the simulation. The tracer P0 shown in figures WP5-1 and WP5-2 have been initialised with 1 in tropospheric air masses and with 0 elsewhere. Although air masses may loose their identity during mixing in CLaMS, this method allows for the backtracking of the air masses origin. Due to the mixing processes spectra of air mass origins are created, which gives insight into the history of mixing of the air parcels under consideration. 

Comparisons with observations obtained during STREAM (1998) and SPURT (2001) show good agreement. Having the ability to distinguish between different mixing regimes, this new method allows a better quantification of cross-tropopause transport. 
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Fig. WP5-1: Mixing properties in the tropopause region shown by the distribution of the inert tracer P0 (see text above) along sections defined by the flight paths of measurements carried out during STREAM. 
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Fig. WP5-2: Mixing properties in the tropopause region shown by the distribution of the inert tracer P0 (see text above) along sections defined by the flight paths of measurements carried out during SPURT. The upper and lower panels show spectra of air mass origin in the regions A and B, respectively.

Contribution from IMK-MIPAS

Development and validation on the retrieval of water vapour from MIPAS/ENVISAT 

MIPAS on ENVISAT was launched on 1st March 2002 and is providing highly resolved infrared atmospheric data since 24th March 2002. During the commissioning phase several groups were given the opportunity by providing a limited amount of spectral data sets to test their data processing systems and to contribute to calibration/validation issues. As part of our activity within KODYACS, our retrieval system for water vapour volume mixing ratio and temperature was applied to these data, and the approach was tested in detail and refined where necessary. Since the commissioning phase is still ongoing, the data are not approved by ESA for scientific use.

Three orbits of data measured on 24th July 2002 (orbit no. 2081 to 2083) were used for the tests. The geolocations of the vertical limb scans are given in figure WP5-3. Figure WP5-4 shows the retrieved temperature distribution along orbit no. 2081. The South Pole is crossed over close to profile no. 40. The temperatures were retrieved simultaneously with the line-of-sight pointing information from the spectral data, with ECMWF data on the 1.125° x 1.125°  grid up to 0.1 hPa as initial guess information; above this altitude climatological mean profiles were used as initial guess. The retrieved temperatures are very often within 3 K deviation from the ECMWF data within the stratospheric altitude range (see figure WP5-5). However, deviations up to +5 K occur along a belt at about 40 km altitude. Retrieved mesospheric temperatures often are much lower than ECMWF data except at the South pole where temperatures more than 10 K higher than the initial guess data down to the upper stratosphere were retrieved. Correcting the retrievals by considering non-LTE effects (see WP 6) even increases these deviations.

Based on the derived tangent altitudes and temperatures water vapour test retrievals with various choices for the retrieval control parameters (microwindow selection, regularisation, exclusion of cloud-contaminated measurements, etc.) were performed. One of the derived water vapour volume mixing ratio fields for orbit no. 2081 is shown in. Meaningful data, i.e. with the information from the measurement dominating the retrieval results, can be obtained between the upper troposphere (3-5 km below the hygropause) and about 55 km. The varying altitude of the hygropause along the orbit can clearly be seen. Three individual profiles retrieved from orbit no. 2081, scans no 5, 13, and 18, are shown in figure WP5-5 as typical examples of the profile shapes obtained for polar summer, northern mid-latitudinal and tropical conditions. 

From the results obtained so far we conclude that our data processing system has passed the functionality tests. Next steps in near future will be validation of the obtained results, for example with temperature data obtained by Meteorologisches Observatorium Hohenpeissenberg, further optimisation of the retrieval control parameters, in particular with respect to validation aspects, and, as the main activity, derivation of water vapour distributions from observations in the standard and UTLS observation mode.
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Fig. WP5-3: Geolocations of the MIPAS observations for orbits 2081 to 2083 of 24 July 2002. The scan numbering as used in subsequent figures is given. + = orbit no. 2081, * = orbit no. 2082, x = orbit no. 2083.

Fig. WP5-4: Temperature distribution as retrieved from orbit no. 2081 data. The tangent altitudes of the measurements cover the altitude range from 6 to 68 km. Three white stripes at scan no. 7, 23, and 58/59 are retrieval failures due to incompatibilities in automated file naming procedures. The diamonds give the tangent altitudes of the individual measurements as retrieved simultaneously with the temperatures. Gaps in the regular diamond field indicate where spectral data were disregarded due to cloud contamination by high reaching cirrus and PSCs. Values obtained in these gaps are dominated by a priori information and, therefore, not meaningful.[image: image141.png]180-120
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Fig. WP5-5: Differences between retrieved temperatures and ECMWF temperatures (climatological mean profiles above 0.1 hPa). The arrows indicate the corrections of the tangent altitudes as derived from the simultaneous temperature/line-of-sight retrievals. White areas (besides the 3 stripes as in figure WP5-4) indicate values beyond the given scale. For more detailed explanation see figure WP5-4.
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Fig. WP5-6: Water vapour volume mixing ratio (VMR) distribution as retrieved from orbit no. 2081 spectral data. VMR values above 10 ppmv are shown as white areas. Values obtained for scan no. 37 to 42 below 25 km are dominated by a priori information and thus not meaningful (for more detailed explanation see Fig. WP5-4).

Fig. WP5-7: Three individual profiles retrieved from orbit no. 2081, scan no. 5 (polar), 13 (mid latitudes), and 18 (tropical), together with their random errors. They differ by the altitudes of the hygropause and minimum VMR values reached there.
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Joint contribution of IMK-KASIMA and DLR

Streamers in the middle stratosphere

The transport of tropical air masses to mid and high latitudes is characterised by high N2O and low ozone values compared to undisturbed mid-latitude values. Those so called streamers reach from lower into extra-tropical latitudes. Streamers can be seen in the horizontal gradient of an N2O tracer field at a certain pressure level. N2O usually decreases from the equator towards the pole in both hemispheres, which means that the N2O gradient is in general negative in the northern and positive in the southern hemisphere. A streamer can therefore be defined by a change of sign in the N2O gradient (see figure WP5-5). If irreversible mixing occurs, streamer events significantly contribute to the transfer of tropical air masses to mid-latitudes which is also an exchange of upper tropospheric and stratospheric air. A meridional streamer criterion has been newly formulated and has been applied to derive a climatology of streamer events in the altitude region between 21 and 25 km, employing the chemical-transport model KASIMA, which is driven by ECMWF re-analyses (ERA) and operational analyses. For the first time, the seasonal and the geographical distribution of streamer frequencies has been determined on the basis of 9 years of observations (1990 to 1998). 

It has been further used for the validation of a streamer climatology which has been established in the same way employing data of a multi-year simulation with the coupled chemistry-climate model ECHAM4.L39(DLR)/CHEM (E39/C). It turned out that both climatologies are qualitatively in fair agreement, in particular in the northern hemisphere, where much higher streamer frequencies are found in winter than in summer. In the southern hemisphere, KASIMA analyses indicate strongest streamer activity in September (figure WP5-6). E39/C streamer frequencies clearly offers an offset from June to October, pointing to model deficiencies with respect to tropospheric dynamics. KASIMA and E39/C results fairly agree from November to May. Some of the findings give strong indications that the streamer events found in the altitude region between 21 and 25 km are mainly forced from the troposphere and are not directly related to the dynamics of the stratosphere, in particular not to the dynamics of the polar vortex. 

Sensitivity experiments with E39/C have been used to assess the impact of streamers on the ozone budget at mid-latitudes. As found in recent investigations, an altitude dependency of the mass of streamers has been indicated by E39/C results. A simple model assessment shows that the effects of streamers on the mid-latitude ozone distribution have much larger impacts in the lower stratosphere than in the middle stratosphere. The decrease of ozone at around 25 km is of the order of less than 5% whereas at around 15 km it can reach 80%. Therefore, it is obvious that a realistic simulation of streamers (amount, distribution, seasonal cycle) in CCMs is necessary to calculate the ozone budget at mid-latitudes in a realistic way. The current study indicates that this requires an adequate representation of horizontal transport processes.
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Fig. WP5-8: Sketch of the streamer detection algorithm.
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Fig. WP5-9: Seasonal cycle of streamer frequencies for KASIMA (light grey boxes) and E39/C (dark grey boxes) and the corresponding inter-annual standard deviation averaged between 21 and 25 km. The distribution is a mean of streamer frequencies between 20° and 70° latitude in the northern hemisphere (a) and southern hemisphere (b).

A tropopause climatology

An important intermediate step to assessing air mass transport through the tropopause on a climatological time scale is to generate a tropopause climatology. In addition to the one to be computed with data from the CTM KASIMA, the same climatology algorithm is planned to be applied on the E39/C transient integration data (see also WP 1, joint contribution of DWD and DLR) for model validation purposes. In a preparative step, E39/C data of the "1990" scenario have been formatted to the netcdf format to be readable in the IMK routines. On this basis, climatologies of potential temperature ( and potential vorticity (PV) at 20, 25, and 30 km altitude have been computed using December-January-February (DJF) data from a KASIMA integration of the period 1978-1998 (nudged ECMWF analyses) and the timeslice "1990" E39/C. As an example of this first comparison the potential temperature climatologies at 25 km for the KASIMA (left) and the E39/C data are shown in figure WP5-10.

The comparison shows that E39/C reproduces the mid-stratospheric pattern of potential temperature of the wintertime northern hemisphere (top part): the region of low potential temperature values above the pole indicates the polar vortex, high ( values are found in the region of the Aleutian High. However, E39/C obviously generally simulates lower potential temperature values than KASIMA giving the impression for  instance that the strength of the polar vortex is overestimated. Also the stratospheric variability (bottom line) is represented by the E39/C model. Over the polar region it reaches values of about half of the spatial variation of the mean values. 

Because of the success in the representation of the overall middles atmosphere circulation, a 1st analyses is done with respect to the tropopause itself. Figure WP5-11 shows the mean height (top) and the standard deviation (bottom) of the height of the tropopause for the northern hemisphere winter. The tropopause is here defined by the lower surface of either the Ertels Potential Vorticity (2 PVU) in extra-tropics and the potential temperature (380 K) in the tropics. The E39/C model represents the high tropopause in the tropics, a steep wavy gradient in the region of the subtropical jet stream, and an almost flat tropopause in high latitudes. The variability is of the order of 1500 m where the tropopause is give by the EPV and considerably smaller in the tropics. 

The surprisingly high variability of the tropopause height over Sibiria and Canada as well as more detailed analyses will be studied in more detail in the future. 
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Fig. WP5-10: DJF climatologies of potential temperature (K) at 25 km altitude. Left: KASIMA 1978-1998 integration (nudged ECMWF analyses), right: E39/C "1990" scenario. The top line are mean values, bottom line standard deviations. 
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Fig. WP5-11:  As figure WP5-10 but for the height of the tropopause
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Project Management

Timetable

All work done so far for the project is well within the projected timetable. The only partners to whom this report is applicable are FZJ, IMK-MIPAS and IMK-KASIMA:

Work Package 6:

Which contribution do have natural components of climate variability for the observed changes of chemical compounds and meteorological values?

Natural components of climate variability

This work package deals with the natural contributions to atmospheric variability. As climate change caused by anthropogenic influence has to be discriminated against natural effects a good knowledge of the related processes is a prerequisite for studying the coupled effects of dynamics and chemistry in the atmosphere. Within KODYACS, the influence of the solar cycle, volcanic eruptions and the quasi-biennial oscillation (QBO) on the state of the atmosphere are studied. 

Solar variability

Contribution of MPI-C

Stratospheric response to enhanced and reduced solar UV radiation

As already described in WP 1,  we used MAECHAM/CHEM for two 20 year timeslices with solar minimum and solar maximum conditions (Tourpali et al, 2003). Figure WP6-1 (left) shows the simulated changes in the northern winter (DJF) and northern summer (JJA) mean ozone content (in %) from solar minimum to solar maximum. Positive changes of 2-4 % dominate, which is in overall qualitative and quantitative agreement with observed (SPARC, 1999) changes in stratospheric ozone. At higher altitudes, negative changes dominate at the respective summer (sunlit) hemispheres. Through radiative processes and stratospheric dynamics the ozone changes are consistently related to changes in stratospheric temperature. At solar maximum the stratosphere is generally warmer than at solar minimum by about 0.5 to 1 K. The individual months December, January and February show a general warming of the stratosphere, similar to the seasonal mean, but at high northern latitudes the responses change from a strong cooling in December to an even stronger warming in February which reverses the anomalous temperature gradient in the stratosphere from strongly positive to strongly negative. This means in  terms of the zonal wind anomaly  a positive change of 5-10 m/s at stratopause height in December to an equally large negative change in February (FigureWP6-1, right). This result of the model for December and February reproduces reasonably well the observed anomalies attributed to solar activity (Kodera, 1995).
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Fig. WP6-1: Left: Mean difference of the modelled ozone change (in %) for solar maximum relative to solar minimum for (a) northern winter (DJF) and (b) northern summer (JJA). Right: Zonal wind differences (m/sec) for solar maximum relative to solar minimum for (a) December and (b) February. Shading indicates the 95% significance level.

Contribution of IMK-KASIMA

Development and implementation of photolysis module

The solar variability has a strong spectral dependence, with the maximum variation in the UV and EUV part of the solar spectrum. Most of this radiation cannot penetrate the mesosphere and the uppermost stratosphere through the strong absorption by molecular oxygen. By chance, the highly variable and UV dominant solar Lyman- line coincides with a deep minimum of the O2 absorption cross section, thereby giving Lyman- photons a dominating role for photolysing CH4, CO3, and H2O in the mesosphere. 

The studies of the penetration of solar H Lyman-photons including the combined effects of resonant scattering and temperature dependent O2 absorption have been continued. A parameterisation for the on-line calculation of the Lyman- actinic flux has been developed using the exact results of the Monte Carlo program developed within WP 6. For different climatological situations the spectral distribution of the normalised actinic flux has been calculated. The normalised actinic flux of the line has been determined by integration of the spectral distribution. For O2 columns higher than 1025 m-2 the effects of scattering were found to be dominant for high solar zenith angles.

To account for different temperature profiles and in order to include the contribution of scattered photons a parameterisation of the form  Q = f exp(-) + Qs  was proposed where the parameter  is given as a polynomial of two representative temperatures and the O2 column. Up to a column density of O2 of about 1025 m-2 the deviations between exact and approximate solution are less than 5%. For small O2 columns the effect of resonance scattering is less than about 5%, whereas the influence of different temperature profiles exceeds 5% above 2x1024 m-2 for cases where the temperature deviates from standard conditions. Further tests show that the parameterisation gives results within 20% compared with the MCP results for attenuations up to 10-6 for the cases studied. In addition, parameterisations have been prepared for O2 photolysis rate and the O(1D) yield. Details can be found in Reddmann and Uhl (2003).

Comparison of different photolysis modules in co-operation with the TOPOZ III EU project showed significant deviations in the far UV spectral region near 200 nm (Ruhnke et al., 2002) (see figure WP6-2). This spectral region is also important in terms of solar variability effects as below the Al-edge at 205nm the solar cycle variation is about 10% compared to about 5% below 300 nm, and solar radiation can deeply penetrate into the atmosphere between the Schumann-Runge absorption bands. In addition, scattered radiation at 200 nm is normally not included in photolysis codes, which may be important for high solar zenith angles. To validate the different codes, the Monte Carlo program was modified to model spherical geometry and to include Rayleigh scattering. The results obtained so far show surprisingly strong deviations at short wavelengths (190 nm) at all zenith angles, and for longer wavelengths (200 nm) strong deviations were found at high solar zenith angles compared to the codes used in different models. Having in mind the importance of the photolysis rates for the stratospheric chemistry, it seems necessary to study the effects on the chemistry in the stratosphere in more detail than anticipated.
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Fig. WP6-2: Comparison between parameterisation used in different 3D-models and the MCP calculations for two wavelengths. The colour coding of the MCP results corresponds to the specific wavelength intervals of the corresponding parameterisations. For reduction factors smaller than 10(5, statistical effects of the MC calculations can be noted.
Comparisons with satellite data

Other activities related to WP 6 focused on transport properties of the KASIMA model in the upper stratosphere. A database especially of global data sets of the stratosphere and corresponding analysis tools have been developed to facilitate comparisons of  model results and observations. The work focuses on tracer correlations between model results and observations, and tracer-tracer correlations. It was found that the KASIMA model strongly underestimates the upward transport between 30-50 km altitude leading to rather low CH4 and N2O concentrations. Detailed comparisons between high and low solar activity with the chemistry model need a more detailed study of the reasons of this behaviour.

Contribution of IMK-MIPAS

Retrieval of ENVISAT data 

This activity contributes to the question to which part individual components of natural variability (in particular solar activity cycles) contribute to the observed changes of trace gases and meteorological variables. This will be done by comparing MIPAS/ENVISAT data on the distribution of stratospheric ozone, NO, temperature and others with simulations of the KASIMA model, in order to study the impact of solar events on the state of the stratosphere. Moreover, mesospheric distributions of ozone and the temperature will be derived from MIPAS/ENVISAT data in order to better understand the energy budget of this atmospheric region as well as its reaction on solar activity, and to provide upper boundary condition for KASIMA. Specific algorithms to account for so-called non-LTE effects in the population of molecular states have been developed for this purpose by our co-operation partner Instituto de Astrofisica de Andalucia (IAA/CSIC), as part of an activity not funded by KODYACS. These algorithms have been implemented in our radiative transfer/retrieval processing system KOPRA-RCP.

MIPAS was successfully launched on the ENVISAT satellite on 1st March 2002. First spectral data of the atmosphere were measured on 24th March 2002. Since then the commissioning phase is ongoing; its objectives are to characterise the instrument performance and to validate and improve the algorithms for deriving trace gas distributions and other atmospheric parameters from the raw data. Part of this is the validation that non-LTE effects can be disregarded in the operational retrieval for the temperature and 6 key species O3, H2O, N2O, CH4, HNO3, and NO2 in the stratosphere. Complementary to this, we investigated how far the altitude range in which sensible retrievals are possible can be extended if non-LTE effects are taken into account, and which information can be obtained. A limited amount of data were provided to us during the commissioning phase for the calibration/validation activities and functionality tests of our processor; these data, however, are not approved by ESA for scientific use.  

Algorithms to derive temperature, ozone, NO, and other trace gases in the middle to upper atmosphere from MIPAS/ENVISAT data by accounting for non-LTE effects have been developed further. These algorithms allow to account for non-LTE effects in the radiative transfer by 4 different approaches of increasing sophistication: 

1) to take them into account via pre-calculated populations of the relevant molecular states based on interpolation of mean atmospheric conditions; 

2) to update the populations of the molecular states in the radiative transfer model in each iteration step of the retrieval according to actual kinetic temperature or vmrs of the respective iteration step; 

3) to retrieve the populations of the molecular states together with temperature and/or vmrs; 

4) to retrieve non-LTE process parameters (like collisional rates, photolysis rates etc.) determining the populations of the molecular states together with temperature and/or vmrs.

Approaches 2 to 4 work best on basis of dedicatedly selected spectral regions, so-called microwindows, for the non-LTE retrieval, which contain information on the parameters to be derived.

As a first test of our approach the retrieval algorithms were applied to early, still not fully validated MIPAS spectral data sets. The measurements were taken for tangent altitudes from 6 to 68 km. Temperature and ozone vmr fields were retrieved from orbit 504 data (measured on 5 April 2002) according to approach no. 2 outlined above. Microwindows as selected for pure LTE retrieval, however, were used. Even then, compared to results of a LTE retrieval, the retrieved temperature (see figure WP6-3) and ozone fields (see figure WP6-4) show significant deviations in the stratopause region and above (up to 6 K in temperature and more than 7 % in ozone vmrs) while below the stratopause the LTE approach seems to achieve comparable results. This result confirms that the LTE approach is reasonable for retrievals in the stratosphere, however accounting for non-LTE is necessary to derive correct temperature and vmr fields in the stratopause region and above from MIPAS data.

As a next step, microwindows selected for non-LTE retrieval were used within retrieval approach no. 2 for ozone (see figure WP6-5). Non-LTE effects were considered for CO2, too, besides ozone, since the microwindows contain CO2 lines to a significant amount. Ozone profiles were retrieved up to an altitude of 120 km. The retrieved profiles are to a relatively high degree structured which is caused by the smoothing constraint in the retrieval selected a little too weak. Nevertheless, the non-LTE specific microwindow selection seems to stabilise the retrieval, even in the stratospheric part of the profiles.   

In order to quantify what can be expected in case of NO retrievals in terms of stability of the retrieval approach and expected errors, test retrievals based on simulated data were performed. For this, the simulated measurements between 6 and 68 km were perturbed with measurement noise and uncertainties in the underlying background signal. The retrieval was performed according to approach no. 2 with dedicated non-LTE microwindows. The result is given in figure WP6-6. The deviation from the reference profile is in the order of the estimated standard deviation due to measurement noise which proves the retrieval to be successful. Meaningful values can be retrieved between approximately 24 and 60 km from measurements of the nominal scanning mode. Thermospheric NO can be retrieved from so-called upper atmosphere measurements only, which cover the atmosphere up to 170 km. 

Work in next future will refine the retrieval approaches, extend retrievals to upper atmosphere measurements, and provide, as far as possible, geophysical validation of the retrieved temperature and vmr fields.


Fig. WP6-3: Differences in the temperature field retrieved from orbit no. 504 data (measured on April 5, 2002) from non-LTE and LTE retrieval approaches. Profiles no. 1 to 32 were measured under daytime conditions where non-LTE effects in mesospheric temperature are pronounced; the real temperature there is colder than the one retrieved under neglect of non-LTE. The south polar mesosphere (close to scan no. 32) is warmer than retrieved under neglect of non-LTE.


Fig. WP6-4: Differences in the ozone field retrieved from orbit no. 504 data from non-LTE and LTE retrieval approaches; for the non-LTE retrieval approach the populations of the molecular states were updated according to the actual conditions in each iteration step. For more details, see figure WP6-3. 


Fig. WP6-5: Ozone field as retrieved for orbit no. 504 applying dedicated non-LTE microwindows and approach no. 2 (update of non-LTE process parameters according to actual conditions in each iteration step). The tangent altitudes of the measurements cover the altitude range of 6 to 68 km. Besides ozone, CO2 is treated under non-LTE in the retrieval.


Fig. WP6-6: Test retrieval for NO from simulated measurements of the standard observation mode (6 to 68 km tangent altitude). The simulated measurements were perturbed with noise and uncertainty in the background signal. Left panel: Reference profile, initial guess and retrieved profile; right panel: estimated standard deviation based on measurement noise and deviation between retrieved and reference profile.   

Volcanic eruptions

Joint contribution of MPI-MIPS and MPI-C

Validation of climate-microphysics-chemistry module: A Pinatubo case study 

We used the chemistry climate model MAECHAM4/CHEM with interactive and prognostic volcanic aerosol and ozone, to study the 1991 eruption of Mt. Pinatubo and its highly nonlinear interactions with atmospheric chemistry, radiation and dynamics. Our model results show that the treatment of the volcanic aerosol with a bulk approach and a simple parameterisation for the aerosol size distribution can reproduce the observed atmospheric effects after the Pinatubo eruption reasonably well (Timmreck et al., 2003). The aerosol mode radius is overestimated in the first months after the eruption which leads to strong perturbations in the heating rates and to enhanced downward transport. The simulated aerosol surface area density corresponds quite well with observations from the Northern Hemisphere mid latitudes (figure WP6-7). 
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Fig. WP6-7: Temporal development of  the aerosol surface area density (m2 /cm-3 ) at 41(N at four altitudes. The circles indicate the measurements (Deshler et al., 1993) and the solid line indicates the simulated monthly mean  values for the corresponding grid.

Generally, the temporal development of the aerosol surface area density at Laramie is well represented by the GCM simulations, in particular at 22 km and 18 km. The model however, does not reproduce the first distinct maximum three weeks after the eruption in July. This originates from a smaller eruption plume from June 12th, which injected material at lower altitudes. This eruption plume has not been considered in our simulation. In the two upper layers at 30 km and 26 km the model simulation overestimates the observation by an factor of 2-3. This is related to difficulties in the simulated long range transport and to numerical vertical diffusion in the model.
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Fig. WP6-8: Total ozone changes (in %) in the first year after the Pinatubo eruption.

The simulated changes in the atmospheric trace gas concentration looks reasonable. The changes in the chemical concentration due to the volcanic aerosol are a combined effect of changes in the heterogeneous chemistry, in the photolysis rates and in the heating rates. Figure WP6-8 depicts the relative changes in total ozone for the first year after the eruption. Column ozone decreases in the tropics in particular in the NH, by about 2%-3% in autumn 1991 from September 1991 on with a maximum loss of 4% in October 1991. This agrees with QBO detrended observations which estimated total ozone depletion of 2-4% in the equatorial regions. Total ozone increases in the SH in polar summer by more than 25%, three times higher than the ground based observations. In NH polar winter the simulated total ozone decreases by more than 20%, which is twice as large as satellite observations of 10% and ground based estimates of 6.1% ( 2.3%. We have considered here the difference between two model simulations: a volcanically disturbed and an undisturbed one, both of which are influenced by the meteorology of the particular years. The inter-annual variability in the NH high latitudes is very high. Thus, to simulate ozone changes in high latitudes ensemble simulations of at least five independent runs are necessary, or the meridional circulation has to be forced by the assimilation of dynamical fields (wind, temperature). In the next months ensemble simulations of the Pinatubo episode are planned for a statistically significant assessment of the simulated chemical and dynamical changes.

A comparison of the simulated ozone changes with observations for different stations have been started with the DWD (see also WP 1).

For a more realistic determination of the atmospheric effects of the Pinatubo aerosol, micro-physical processes of the formation and the development of stratospheric aerosol have to be considered which requires an explicit size resolving treatment of aerosol microphysics in the global model. The experiment will be repeated when a new version of the coupled model system including SAM is available.

Furthermore, in close co-operation with DLR and MPI-PROVAM we have started to look after the influence of volcanic eruptions in the transient simulations.

Contribution of MPI-MIPS
Together with Ulrike Lohmann (Dalhousie Univ., Canada) and Bernd Kärcher (DLR) we have also performed different sensitivity studies with the ECHAM general circulation model for 2½ years after the Mt. Pinatubo eruption (July 1991 to December 1993) to study the possible potential of volcanic emission to alter cirrus cloud properties (Lohmann et al., 2003). We have compared homogeneous cirrus formation caused by sedimenting sulphate particles produced in the eruption plume with homogeneous cirrus formation in the undisturbed atmosphere. In the first scenario, the sulphate aerosol mass from the MAECHAM4/CHEM Pinatubo simulation (Timmreck et al., 2003) is added to the background aerosol concentration assuming a monomodal aerosol. Here the aerosol concentration increases by up to 3000 cm-3 in 1992, which can be regarded as an upper limit more representative for the first months after the eruption. The ice crystal number concentration increases by up to 1 cm-3 near the tropical tropopause more than doubling the pre-existing concentration in this region one year after the eruption. In the second, more realistic, scenario the  simulated Pinatubo aerosol is added to a bimodal background size distribution as a separate large particle mode. Here the aerosol number concentration increases by 10-25 cm-3, which can be regarded as a lower bound more representative for 1992. Then the ice crystal number increases at most 50% in the tropics in 1992. Satellite observations show an increase in ice water path and cirrus cloud cover starting in 1992 that could be related to either the Mt. Pinatubo eruption or the El Nino event or both but no systematic trend is seen in cloud optical properties or total cloud cover. While there is no trend on cloud micro-physical or optical properties in our second scenario, the first scenario shows a pronounced increase in ice water path and a noticeable impact on cloud radiative forcing .

QBO

Contribution of MPI-MAECHAM

Extension of QBO-assimilation scheme 

The experiments have been extended to include also studies with a QBO spontaneously generated in the model at high vertical resolution. The following results analyse the time averaged effect of the QBO on the tropical residual circulation.

The mean meridional circulation of the middle atmosphere is characterized by upwelling in the tropics and down-welling in the high latitudes, specifically in the winter hemisphere. The so-called Brewer Dobson circulation above the tropopause region is driven mainly by dissipation of waves in the mid and high latitude stratosphere and mesosphere. However, within the tropics the quasi-biennial oscillation (QBO) has a strong impact on the local structure in space and time of the mass transport. This impact consists not only in  quasi-biennial variations of the residual circulation (v*,w*) and temperature, but also in a QBO average net effect. This work quantifies the average QBO effect on the residual circulation and temperature in the tropics by comparing two experiments with and without a QBO, respectively.  

The QBO has two specific properties which imply a QBO averaged net effect on the residual circulation. Firstly the zonal wind in the QBO has a bimodal distribution in zonal wind speed, and secondly the easterly and westerly phases have different levels of maximum duration (Naujokat, 1986). The easterly phase dominates in the upper levels of the QBO domain while the westerly phase prevails at lower levels. Hence the average of  a QBO cycle consists of easterlies and westerlies at upper and lower levels of the QBO domain, respectively. As a consequence the long term average of the secondary meridional circulation of the QBO, which contributes to the general residual circulation, is non-zero as well. Further it follows that the long term average of the observed general circulation in the QBO domain must differ systematically from the long term average obtained from a GCM simulation that does not contain the QBO. The purpose of this work is therefore to quantify this systematic difference by comparison of two experiments which exclude and include, respectively, the QBO. Such an estimate is of interest since GCM experiments often do not include the QBO.

Experiments and Methodology

The following experiments are based on MAECHAM5, the middle atmosphere version of the ECHAM5 GCM. (MA)ECHAM5 is the successor of (MA)ECHAM4 (Roeckner et al., 1996; Manzini et al., 1998).

The GCM resolves the atmosphere from the surface up to 0.01 hPa (ca. 80 km). While the standard middle atmosphere model uses 39 layers (L39), the model simulating the QBO resolves the atmosphere with 90 layers (L90). The horizontal resolution is T42.

Two experiments L39 and L90 are run with climatological boundary conditions for sea surface temperature and sea ice. The control experiment L39 has no QBO, thus corresponds to the majority of GCM experiments concerning the absence of the QBO. Experiment L90 differs from L39 in the improved vertical resolution only. As a result the QBO is generated spontaneously (Giorgetta et al., 2002).

For the following analysis it is useful to separate a variable X within the QBO domain in the following components:


X(t) 
= Xc+Xa(t)+Xr(t)

Xc 
= climatological annual mean of X

Xa(t) 
= climatological annual cycle

Xr(t) 
= residual part

The Xa component is strictly periodic, with a one year period by construction, and contains the annual, semi-annual and higher harmonics. The Xr component includes the QBO variation, the dominant portion of variability in the QBO domain, and other components, either non-periodic or periodic. For the following analysis the Xc components of both experiments are used to define the average QBO effect:

XcQBO = Xc(L90)-Xc(L39)

Results

The average QBO effects in U and w*, averaged from 10°N to 10°S, are shown in figure WP6-9 for U and w*. The profile of Uc(L39) (figure WP6-9a) has one broad minimum (-10 m/s) near 40 hPa without any further structure. The profile Uc(L90), however, shows a maximum ((1 m/s) near 45 hPa and a minimum ((15 m/s) near 17 hPa, as anticipated from the prevalence of QBO easterlies and westerlies in the upper and lower levels of the QBO domain. The difference UcQBO of both profiles (figure WP6-9 b) shows a maximum of +9 m/s near 40 hPa and a minimum of (9 m/s near 20 hPa, both significant at the 95% level.

As a consequence, the long term average of the secondary meridional circulation of the QBO is non-zero as well. The vertical component w*c averaged from 10°N to 10°S is shown in Figures WP6-9 c for both experiments. In L90, w*c is reduced (increased) below (above) 40 hPa with respect to w*c in L39 (40 hPa is the position of the maximum in UcQBO). The minimum in w*c is 0.1 mm/s in both experiments, though the levels of the minimum are different: 35 hPa in L39 and 45 hPa in L90.
Comparing the time mean profile in uc at Singapore (figure WP6-9e) and Uc in the L90 profile (figure WP6-9 a) one finds qualitative agreement in the shape of the profiles, and agreement in the position of the minimum near 15 hPa. The position of the maximum is too high in the simulation. The amplitudes differ to some degree which is explained in part by the local character of the observed wind.

The integral effect of the QBO on the long term mass flux has consequences for the duration spent by upwelling air parcels in the equatorial stratosphere. Figure WP6-10 compares the time series of the annual variation in equatorial specific moisture, the so-called atmospheric tape recorder (ATR) (Mote et al., 1996), averaged from 10°N to 10°S. The ascent of a minimum or maximum from 90 hPa to 10 hPa takes 17 months in experiment L90, in good agreement with the estimates in Mote et al. (1996), but only 12 months in experiment L39, where the QBO is missing entirely.
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Fig. WP6-9: a) Climatological zonal mean zonal wind Uc (m/s) in L39 (green) and L90 (blue), b) difference of  Uc in L90 and L39, significant differences (95%) are shown in red; c) and d) analogous to a) and b), respectively, for w*c (mm/s); e) climatological zonal wind uc (m/s) at Singapore 1971-2000.
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Fig. WP6-10: a) Atmospheric tape recorder in specific humidity qa (ppmv) in L90, b) in L39.

Conclusions

The QBO has a net effect on the climatological annual means of variables in the QBO domain. Neglecting the QBO in GCM simulations necessarily results in systematic biases in zonal wind, residual meridional circulation, temperature, and residence time in the lower tropical stratosphere. The QBO and its effects cannot be removed from observed time series by temporal averaging over full QBO cycles. Hence it is necessary to include the QBO in GCM based studies of the tropical stratosphere, either by direct simulation, as used here, or by assimilation as chosen for the KODYACS transient experiments where the QBO evolution is known. Including the QBO specifically improves the up-welling in the tropical lower stratosphere as evident in the simulated atmospheric tape recorder in specific humidity.

Contribution of DLR

The QBO has been successfully implemented into the E39/C transient model run (figure WP6-11), also the solar activity cycle and major volcanic eruptions (Agung (1963), El Chichon (1982), Mt. Pinatubo (1991)). As reported in the KODYACS annual science report 2001, an assimilation scheme has been developed (MPI-MAECHAM) to study QBO effects on dynamical and chemical processes. The scheme has been extended for the use of the QBO data set covering the years 1960 to 2000 (MPI-MAECHAM). The QBO signature in the transient model simulation is in good agreement with observations.
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Fig. WP6-11: Equatorial zonal mean winds (in m/s) as simulated with E39/C. Positive values (red)  indicate west winds, negative values (blue) indicate east winds.  
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Fig. WP1-9: Annual cycle of temperature at 16 km for Tateno/Tokyo, Japan (dark blue: sonde data, burgundy: NCEP reanalyses, dark green: ECHAM-DLR model; light blue: ECHAM-MPI model).
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Fig. WP1-6: Schematic representation of networking institutions which contributed to the comparisons between observed and modelled data.
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Fig. WP1-16: Top: Deviation of ozone monthly means from the climatological mean (1967 to 2002) for the stations Hohenpeissenberg (left) and Resolute (right), for two years after the June 1991 eruption of Mt. Pinatubo. Bottom: Difference between MAECHAM simulation runs with and without volcanic aerosol.





Fig. WP1-17: March mean temperature at the North Pole at 30 hPa from the Freie Universität Berlin analyses from 1955 to 2000. Trend I includes data from 1955 to 1991; Trend II from 1981 to 2000; and Trend III from 1955 to 2000; statistical significances are added to the left side.





Fig. WP1-18: Monthly, zonal mean temperature at 80°N. Difference (top) between the 20-year averages of the 1960 and 1990 simulations, 1990-1960; (middle) between the 20-year averages of the 1960 and 2000 simulations, 2000-1960. Contour: 1 K, light shade indicates a statistically significant difference at 95%, t-test. (Bottom) 20-year averages from the 1960 simulation. Contour: 10 K, light shade > 260 K, dark shade < 200 K. The time axis runs from July (month=7) to June (month=18).





Fig. WP1-19: Scatter plot of (left) January-February meridional heat flux at 100 hPa (40N-80N areaweighted average) and March temperature at 50 hPa (60°N-90°N area weighted average). Each symbol is a mean from an individual year. Grey is for the 1960 simulation and black for the 2000 simulation.
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Correlation coefficients brtween the Pacific, Atlantic and Greenland detrended time series of the averaged area-weighted SLP anomalies. The values in the upper right of the matrix are for the main winter (December-February 1951-98), and  values in the lower left are for the extended winter (November-April 1951-98).. Values marked with an asterisk are above the 95% significance level, considering that only one-half of the months in each subset are independent for a conservative measure of the statistical significance.








Regression patterns of SLP uppon the normalized Greenland time series multiplied by –1. Contours are (..., -6.0, -4.5, -3.0, -2.25, -1.5, -0.75, 0.75, 1.5, 2.25, 3.0).
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Regression patterns of SLP uppon the normalized Greenland time series multiplied by –1. Contours are (..., -6.0, -4.5, -3.0, -2.25, -1.5, -0.75, 0.75, 1.5, 2.25, 3.0).
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Correlation coefficients brtween the Pacific, Atlantic and Greenland detrended time series of the averaged area-weighted SLP anomalies. The values in the upper right of the matrix are for the main winter (December-February 1951-98), and  values in the lower left are for the extended winter (November-April 1951-98).. Values marked with an asterisk are above the 95% significance level, considering that only one-half of the months in each subset are independent for a conservative measure of the statistical significance.








Regression patterns of SLP uppon the normalized Greenland time series multiplied by –1. Contours are (..., -6.0, -4.5, -3.0, -2.25, -1.5, -0.75, 0.75, 1.5, 2.25, 3.0).
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Fig. WP1-21: Mean sea level pressure change (hPa) from solar minimum to solar maximum in January. Shading indicates the 95% significance level.





Fig. WP1-20: Tropospheric zonal wind differences (m/sec) for solar maximum relative to solar minimum for (a) January and (b) July. Shading indicates the 95% significance level.
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